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Abstract 31 

Influenza viruses continually evolve new antigenic variants, through mutations in epitopes of their major 32 
surface proteins, hemagglutinin (HA) and neuraminidase (NA). Antigenic drift potentiates the reinfection 33 
of previously infected individuals, but the contribution of this process to variability in annual epidemics is 34 
not well understood. Here we link influenza A(H3N2) virus evolution to regional epidemic dynamics in the 35 
United States during 1997—2019. We integrate phenotypic measures of HA antigenic drift and sequence-36 
based measures of HA and NA fitness to infer antigenic and genetic distances between viruses 37 
circulating in successive seasons. We estimate the magnitude, severity, timing, transmission rate, age-38 
specific patterns, and subtype dominance of each regional outbreak and find that genetic distance based 39 
on broad sets of epitope sites is the strongest evolutionary predictor of A(H3N2) virus epidemiology. 40 
Increased HA and NA epitope distance between seasons correlates with larger, more intense epidemics, 41 
higher transmission, greater A(H3N2) subtype dominance, and a greater proportion of cases in adults 42 
relative to children, consistent with increased population susceptibility. Based on random forest models, 43 
A(H1N1) incidence impacts A(H3N2) epidemics to a greater extent than viral evolution, suggesting that 44 
subtype interference is a major driver of influenza A virus infection dynamics, presumably via 45 
heterosubtypic cross-immunity.  46 
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Introduction 47 

Influenza viruses continually accumulate genetic changes in epitopes of two major surface proteins, 48 
hemagglutinin (HA) and neuraminidase (NA), in a process known as “antigenic drift.” Though individual 49 
hosts develop long-lasting immunity to specific influenza virus strains after infection, antigenic drift helps 50 
the virus to escape immune recognition, leaving previously exposed hosts susceptible to reinfection and 51 
necessitating the regular updates to the antigens included in the influenza vaccine [1]. While antigenic 52 
drift aids immune escape, prospective cohort studies and modeling of surveillance data also indicate that 53 
reinfection by antigenically homologous viruses occurs on average every 1-4 years, due to the waning of 54 
protection over time and antigenic drift [2,3].  55 

Among the influenza virus types that routinely co-circulate in humans (A and B), type A viruses, 56 
particularly subtype A(H3N2), experience the fastest rates of antigenic evolution and cause the most 57 
substantial morbidity and mortality [4-7]. Seasonal influenza A viruses (IAV) cause annual winter 58 
epidemics in temperate zones of the Northern and Southern Hemispheres and circulate year-round in 59 
tropical regions [8]. Influenza A epidemic burden fluctuates substantially from year to year [9], and there is 60 
much scientific interest in disentangling the relative roles of viral evolution, prior immunity, human 61 
behavior, and climatic factors in driving this seasonal variability. Climatic factors, such as humidity and 62 
temperature, have been implicated in the seasonality and timing of winter outbreaks in temperate regions 63 
[10-14], while contact and mobility patterns contribute to the seeding of new outbreaks and geographic 64 
spread [10,15-19]. A principal requirement for the recurrence of epidemics is a sufficient and continuous 65 
source of susceptible individuals, which is determined by the degree of cross-immunity between the 66 
surface antigens of currently circulating viruses and functional antibodies elicited by prior infection or 67 
vaccination in a population.  68 

Because mutations to the HA1 region of the HA protein are considered to drive the majority of antigenic 69 
drift [20,21], influenza virus genetic and antigenic surveillance have focused primarily on HA, and official 70 
influenza vaccine formulations prescribe the amount of HA [22]. Yet, evidence for the effect of HA drift on 71 
influenza epidemic dynamics remains conflicting. Theoretical and empirical studies have shown that HA 72 
drift between currently circulating viruses and the previous season’s viruses is expected to cause earlier, 73 
larger, more severe, or more synchronized epidemics; however, the majority of these studies were limited 74 
to the pre 2009 influenza pandemic period [6,17,23-28]. Information on HA evolution has been shown to 75 
improve forecasts of seasonal influenza dynamics in Israel and the United States [29,30], but recent 76 
research has also found that HA evolution is not predictive of epidemic size in Australia [31] or epidemic 77 
timing in the United States [16]. A caveat is that many of these studies used binary indicators to study 78 
seasonal antigenic change, defined as seasons in which circulating viruses were antigenically distinct 79 
from the vaccine reference strain [16,17,24,31,32]. This may obscure epidemiologically relevant patterns, 80 
as positive selection in HA and NA is both episodic and continuous [6,32-37]. Past research has also 81 
typically focused on serological and sequence-based measures of viral evolution in isolation, and the 82 
relative importance of these two approaches in predicting epidemic dynamics has not been systematically 83 
assessed. Further, to the best of our knowledge, the epidemiologic impact of NA evolution has not been 84 
explored. 85 

There has been recent recognition of NA’s role in virus inhibiting antibodies and its potential as a vaccine 86 
target [38-40]. Though antibodies against NA do not prevent influenza infection, NA immunity attenuates 87 
the severity of infection by limiting viral replication [41-46], and NA-specific antibody titers are an 88 
independent correlate of protection in both field studies and human challenge trials [47-49]. Lastly, the 89 
phenomenon of interference between influenza A subtypes, modulated by immunity to conserved T-cell 90 
epitopes [50-52], has long been debated [53,54]. Interference effects are most pronounced during 91 
pandemic seasons, leading to troughs or even replacement of the resident subtype in some pandemics 92 
[55], but the contribution of heterosubtypic interference to annual dynamics is unclear [2,56-59]. 93 
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Here, we link A(H3N2) virus evolutionary dynamics to epidemiologic surveillance data in the United States 94 
over the course of 22 influenza seasons prior to the coronavirus disease (COVID-19) pandemic, 95 
considering the full diversity of viruses circulating in this period. We analyze a variety of antigenic and 96 
genetic markers of HA and NA evolution against multiple indicators characterizing the epidemiology and 97 
disease burden of annual outbreaks. We find a signature of both HA and NA antigenic drift in surveillance 98 
data, with a more pronounced relationship in epitope change rather than the serology-based indicator, 99 
along with a major effect of subtype interference. Our study has implications for surveillance of 100 
evolutionary indicators that are most relevant for population impact and for prediction of influenza burden 101 
on inter-annual timeframes. 102 

Results 103 

Our study focuses on the impact of A(H3N2) virus evolution on seasonal epidemics from seasons 1997-104 
1998 to 2018-2019 in the US; whenever possible, we make use of regionally disaggregated indicators 105 
and analyses. We start by identifying multiple indicators of influenza evolution each season based on 106 
changes in HA and NA. Next, we compile influenza virus subtype-specific incidence time series for US 107 
Department of Health and Human Service (HHS) regions and estimate multiple indicators characterizing 108 
influenza A(H3N2) epidemic dynamics each season, including epidemic burden, severity, intensity, 109 
type/subtype dominance, timing, and the age distribution of cases. We then assess univariate 110 
relationships between indicators of evolution and epidemic characteristics. Lastly, we measure the 111 
relative importance of viral evolution, heterosubtypic interference, and prior immunity in predicting 112 
regional A(H3N2) epidemic dynamics, using multivariable regression models and random forest models.  113 

Indicators of influenza A(H3N2) evolution 114 

We characterized seasonal patterns of genetic and antigenic evolution among A(H3N2) viruses 115 
circulating from 1997 to 2019, using HA and NA sequence data shared via the Global Initiative on Sharing 116 
Avian Influenza Data (GISAID) EpiFlu database [60] and ferret hemagglutination inhibition (HI) assay data 117 
shared by the WHO Global Influenza Surveillance and Response System (GISRS) Collaborating Centers 118 
in London, Melbourne, Atlanta, and Tokyo. Prior to constructing phylogenetic trees, we subsampled 119 
sequences to representative sets of 50 viruses per month, with preferential sampling for North American 120 
sequences. Although our study is US-focused, we used a global dataset because US-collected 121 
sequences and HI titers were sometimes sparse during the earlier seasons of the study. Time-resolved 122 
phylogenies of HA and NA genes are shown in Figure 1. 123 

Our choice of evolutionary indicators builds on earlier studies that found hemagglutination inhibition (HI) 124 
phenotype or HA sequence data beneficial in forecasting seasonal influenza virus evolution [35,61-63] or 125 
annual epidemic dynamics [27,29,30] (Table 1). Historically, HI serological assays were considered the 126 
gold standard for measuring immune cross-reactivity between viruses, yet measurements are available 127 
for only a subset of viruses. To overcome this limitation, we used a computational approach that maps HI 128 
titer measurements onto the HA phylogenetic tree to infer antigenic phenotypes [35,63]. Importantly, this 129 
model infers the antigenicity of virus isolates that lack HI titer measurements, which comprise the majority 130 
of HA sequences in GISAID. Our sequence-based measures of drift counted substitutions at epitope sites 131 
in the globular head domains of HA and NA, identified through monoclonal antibody escape or protein 132 
crystal structure: 129 sites in HA epitope regions A to E [21,64-67], 7 sites adjacent to the HA receptor 133 
binding site (RBS) [68], and 223 or 53 sites in NA epitope regions A to C [34,69]. 134 

We included other indicators of viral fitness for HA and NA, including the number of substitutions at non-135 
epitope sites (mutational load) [35,61] and the average rate of phylogenetic branching in a season (local 136 
branching index, LBI) [35,62]. We also calculated the Shannon entropy of LBI values, which considers the 137 
richness and relative abundances of viral clades with different growth rates. Lastly, we counted the 138 
number of substitutions at epitope sites in the HA stalk domain (stalk footprint distance) [70]. Although the 139 
majority of the antibody-mediated response to HA is directed to the immunodominant HA head, 140 
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antibodies towards the highly conserved immunosubdominant stalk domain of HA are widely prevalent in 141 
older individuals, although at low levels [71-73]. We considered stalk footprint distance to be our “control” 142 
metric for drift, given the HA stalk evolves at a significantly slower rate than the HA head [70].  143 

To measure antigenic distances between consecutive seasons, we calculated mean genetic distances at 144 
epitope sites or mean log2 titer distances from HI titer measurements (Figure 1), between viruses 145 
circulating in the current season t and the prior season t-1 year (one season lag) or two prior seasons ago 146 
t-2 years (two season lag). These time windows generated seasonal antigenic distances consistent with 147 
empirical and theoretical studies characterizing transitions between H3 or N2 antigenic clusters 148 
[6,32,35,55,62,74], with H3 epitope distance and HI log2 titer distance, at two-season lags, and N2 149 
epitope distance, at one-season lags, capturing expected “jumps” in antigenic drift during key seasons 150 
that have been previously associated with major antigenic transitions [32], such as the seasons 151 
dominated by A/Sydney/5/1997-like strains (SY97) (1997-1998, 1998-1999, 1999-2000) and the 2003-152 
2004 season dominated by A/Fujian/411/2002-like strains (FU02) (Figures S1-S2). Prior studies explicitly 153 
linking antigenic drift to epidemic size or severity also support a one-year [6] or two-year time window of 154 
drift [26,27]. Given that protective immunity wanes after 1-4 years, we would also expect these 155 
timeframes to return the greatest signal in epidemiological surveillance data.  156 

We measured pairwise correlations between seasonal indicators of HA and NA evolution to assess their 157 
degree of concordance. As expected, we found moderate-to-strong associations between HA epitope 158 
distance and HI log2 titer distance and HA RBS distance and HI log2 titer distance (Figure S1-S3). 159 
Consistent with prior serological studies [39,75,76], epitope distances in HA and NA were not correlated 160 
(one-season lag: Spearman’s ρ = 0.25, P = 0.26; two-season lag: ρ = 0.15, P = 0.5; Figures S2-S4). 161 
Seasonal diversity of HA and NA LBI values was negatively correlated with NA epitope distance (Figure 162 
S3), suggesting that selective sweeps follow the emergence of drifted variants. 163 

Associations between A(H3N2) evolution and epidemic dynamics 164 

We explored relationships between viral evolution and variation in A(H3N2) epidemic dynamics from 165 
seasons 1997-1998 to 2018-2019, excluding the 2009 A(H1N1) pandemic, using syndromic and virologic 166 
surveillance data collected by the US CDC and WHO.  167 

We estimated weekly incidences of influenza A(H3N2), A(H1N1), and B in 10 HHS regions by multiplying 168 
the influenza-like illness (ILI) rate – the proportion of outpatient encounters for ILI, weighted by regional 169 
population size – by the regional proportion of respiratory samples testing positive for each influenza 170 
type/subtype (percent positive) [57,77]. We combined pre-2009 seasonal A(H1N1) viruses and 171 
A(H1N1)pdm09 viruses as A(H1N1) and the Victoria and Yamagata lineages of influenza B viruses as 172 
influenza B. Weekly incidences of influenza A(H3N2), A(H1N1), and type B, averaged across the 10 HHS 173 
regions, are shown in Figure 2. Weekly regional incidences, which show variability in the timing and 174 
intensity of annual epidemics, are shown in Figure 2 and Figure S5. Based on these incidence time 175 
series, we measured indicators of epidemic burden, intensity, severity, subtype dominance, timing, and 176 
age-specific patterns during each non-pandemic season and assessed their univariate relationships with 177 
each indicator of HA and NA evolution, which we describe in turn below. Seasonal characteristics of 178 
A(H3N2) epidemic dynamics were based on epidemic size, defined as the cumulative weekly incidence; 179 
peak incidence, defined as the maximum weekly incidence; excess mortality attributable to A(H3N2), an 180 
indicator of epidemic severity; transmissibility, defined as the maximum time-varying effective 181 
reproductive number, effective Rt; and epidemic intensity, defined as the inverse Shannon entropy of the 182 
weekly incidence distribution (i.e., the sharpness of the epidemic curve). See methods and Table 2 for 183 
details on all epidemic metrics and Figure S6 for pairwise correlations between metrics.  184 

Two sequence-based measures based on broad sets of epitope sites exhibited stronger relationships with 185 
seasonal epidemic burden and transmissibility than the serology-based measure, HI log2 titer distance. 186 
Both H3 epitope distance (t – 2) and N2 epitope distance (t – 1) correlated with increased epidemic size 187 
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(linear models, LMs: H3, adjusted R2 = 0.37, P = 0.03; N2: R2 = 0.26, P = 0.08) and peak incidence (LMs, 188 
H3: R2 = 0.4, P = 0.02; N2: R2 = 0.33, P = 0.04) and higher effective Rt (generalized linear models, GLMs: 189 
H3, R2 = 0.38, P = 0.05; N2, R2 = 0.32, P = 0.03) (regression results: Figure 3, Spearman’s correlations: 190 
Figure S7). HI log2 titer distance (t – 2) exhibited positive but non-significant associations with different 191 
measures of epidemic impact (Figure 3, Figure S7). Seasonal diversity in the growth rates of circulating 192 
lineages in the current t or prior season (t – 1) had strong negative correlations with effective Rt (GLMs, 193 
H3 (t – 1): R2 = 0.49, P = 0.009; N2, t: R2 = 0.46, P = 0.006) and epidemic intensity (Beta GLMs, H3 (t – 194 
1): R2 = 0.45, P = 0.003; N2, t: R2 = 0.51, P = 0.001) (Figures S7-S8). Seasonal mean LBI exhibited 195 
similar but slightly weaker correlations with effective Rt and epidemic intensity.  Pneumonia and influenza 196 
excess mortality attributable to A(H3N2) also increased with H3 epitope distance, though this relationship 197 
was not statistically significant (Figure S9). The remaining indicators of viral evolution, including H3 and 198 
N2 non-epitope distance (mutational load), H3 RBS distance, and H3 stalk footprint distance had weak, 199 
non-significant correlations with the different measures of epidemic impact (Figure S7). 200 

We explored whether evolutionary changes in A(H3N2) may predispose this subtype to dominate 201 
influenza virus circulation in a given season. A(H3N2) subtype dominance – the proportion of influenza 202 
positive samples typed as A(H3N2) – increased with H3 epitope distance (t – 2) and N2 epitope distance 203 
(t – 1) (Beta GLMs, H3: R2 = 0.32, P = 0.05; N2: R2 = 0.34, P = 0.03; Figure 4, Figure S7). Figure 4 204 
illustrates this relationship at the regional level across two seasons in which A(H3N2) was nationally 205 
dominant, but where antigenic change differed. In 2003-2004, we observed widespread dominance of 206 
A(H3N2) viruses after the emergence of the novel antigenic cluster, FU02 (A/Fujian/411/2002-like 207 
strains). In contrast, there was substantial regional heterogeneity in subtype circulation during 2007-2008, 208 
a season in which A(H3N2) viruses were antigenically similar to those from the previous season. Patterns 209 
in type/subtype circulation across all influenza seasons in our study period are shown in Figure S10. As 210 
observed for the 2003-2004 season, widespread A(H3N2) dominance tends to coincide with major 211 
antigenic transitions (e.g., A/Sydney/5/1997 (SY97) seasons, 1997-1998 to 1999-2000; 212 
A/California/7/2004 (CA04) season, 2004-2005), though this was not universally the case (e.g., 213 
A/Perth/16/2009 (PE09) season, 2010-2011). 214 

Next, we tested for associations between A(H3N2) evolution and epidemic timing, including onset week, 215 
defined as the winter changepoint in incidence [16], and peak week, defined as the first week of 216 
maximum incidence; spatiotemporal synchrony, measured as the variation (standard deviation, s.d.) in 217 
regional onset and peak timing; and epidemic speed, including seasonal duration and the number of 218 
weeks from onset to peak (Table 2, Figure S11). Seasonal duration increased with H3 or N2 LBI diversity 219 
in the current t or prior season (t – 1) (Gamma GLMs, H3, t: R2 = 0.6; P = 0.001; N2, t: R2 = 0.6; P = 220 
0.002; Figures S11-S12), while the number of days from epidemic onset to peak shortened with 221 
increasing N2 epitope distance (t – 1) (Gamma GLM, R2 = 0.31, P = 0.04; Figure S11, Figure S13). Onset 222 
and peak timing tended to be earlier in seasons with increased H3 and N2 antigenic novelty, but 223 
correlations were not statistically significant (Figure S14). A(H3N2) evolution did not correlate with the 224 
degree of spatiotemporal synchrony across HHS regions.  225 

Lastly, we considered the effects of antigenic change on the age distribution of outpatient ILI cases, with 226 
the expectation that the proportion of cases in children would decrease in seasons with greater antigenic 227 
novelty, due to drifted variants’ increased ability to infect more immunologically experienced adults [7,78]. 228 
Consistent with this hypothesis, N2 epitope distance from prior seasons was negatively correlated with 229 
the fraction of cases in children aged < 5 years (LMs, one-season lag: R2 = 0.29, P = 0.1; two-season lag: 230 
R2 = 0.59, P = 0.003) and individuals aged 5-24 years (one-season lag: R2 = 0.38, P = 0.04; two-season 231 
lag: R2 = 0.17, P = 0.18) and negatively correlated with the fraction of cases in adults aged 25-64 years 232 
(one-season lag: R2 = 0.36, P = 0.05; two-season lag: R2 = 0.49, P = 0.01) and ≥65 years (one-season 233 
lag: R2 = 0.39, P = 0.01; two-season lag: R2 = 0.33, P = 0.05) (Figures S15-S16). As observed in Gostic 234 
et al. [78], H3 epitope distance (t – 2) had negative but non-significant associations with the fraction of 235 
cases in children and positive but non-significant associations with the fraction of cases in adult age 236 
groups (Figures S15-S16). 237 
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Effects of heterosubtypic viral interference on A(H3N2) epidemic burden and timing 238 

We investigated the effects of influenza type/subtype interference – proxied by influenza A(H1N1) and B 239 
epidemic size – on A(H3N2) incidence during annual outbreaks. Across the entire study period, we 240 
observed moderate-to-strong, non-linear relationships between A(H1N1) epidemic size and A(H3N2) 241 
epidemic size (GLM, R2 = 0.65, P = 0.01), peak incidence (R2 = 0.66, P = 0.02), and excess mortality (all 242 
age groups and ≥ 65 years, R2 = 0.57, P = 0.01) (Figure 5, Figure S17), wherein A(H3N2) epidemic 243 
burden and excess mortality decreased as A(H1N1) incidence increased. A(H1N1) epidemic size was 244 
also significantly correlated with A(H3N2) effective Rt, exhibiting a negative, approximately linear 245 
relationship (GLM, R2 = 0.45, P = 0.01) (Figure 5). A(H3N2) epidemic intensity was negatively associated 246 
with A(H1N1) epidemic size, but this relationship was not statistically significant (Beta GLM, R2 = 0.21, P 247 
= 0.15). Influenza B epidemic size was not significantly correlated with any A(H3N2) epidemic metrics 248 
(Figure 5, Figure S17).  249 

The internal gene segments NS, M, NP, PA, and PB2 of A(H3N2) viruses and pre-2009 seasonal 250 
A(H1N1) viruses share a common ancestor [79] whereas A(H1N1)pdm09 viruses have a combination of 251 
gene segments derived from swine and avian reservoirs that were not reported prior to the 2009 252 
pandemic [80,81]. Because pre-2009 seasonal A(H1N1) viruses and A(H3N2) are more closely related, 253 
seasonal A(H1N1) viruses may limit the circulation of A(H3N2) viruses to a greater extent than 254 
A(H1N1)pdm09 viruses. As a sensitivity analysis, we measured correlations between A(H1N1) incidence 255 
and A(H3N2) epidemic metrics separately for pre- and post-2009 pandemic time periods. Relationships 256 
between different A(H3N2) epidemic metrics and A(H1N1) epidemic size were broadly similar for both 257 
periods, with slightly stronger correlations observed during the pre-2009 period (Figure S18). 258 

We compared A(H3N2) epidemic timing across A(H3N2) and A(H1N1) dominant seasons, which we 259 
defined as when ≥70% of influenza A positive samples are typed as A(H3N2) or 260 
A(H1N1)/A(H1N1)pdm09, respectively. We applied a strict threshold for subtype dominance because 261 
seasons with < 70% samples of one IAV subtype tended to have greater geographic heterogeneity in 262 
circulation, resulting in regions with dominant subtypes that were not nationally dominant. A(H3N2) 263 
epidemic onsets and peaks occurred, on average, three weeks earlier in A(H3N2) dominant seasons 264 
(Wilcoxon test, P < 0.0001). In A(H1N1) dominant seasons, regional A(H3N2) epidemics exhibited greater 265 
heterogeneity in epidemic timing (onset s.d.: H3 dominant seasons, 12.4 weeks versus H1 dominant 266 
seasons, 16.3 weeks; peak s.d., H3 dominant seasons, 13.3 weeks versus H1 dominant seasons, 22.6 267 
weeks; Wilcoxon tests, P < 0.0001) and were significantly shorter in duration compared to A(H3N2) 268 
dominant seasons (median duration: H3 dominant seasons, 29 weeks versus H1 dominant seasons, 21 269 
weeks; Wilcoxon test, P < 0.0001).  270 

We applied a wavelet approach [82] to weekly time series of type/subtype-specific incidences to measure 271 
more fine-scale differences in the relative timing of type/subtype circulation (Figure S19). A(H3N2) 272 
incidence preceded A(H1N1) incidence during most seasons prior to 2009 and during the two seasons in 273 
which A(H1N1)pdm09 was dominant, potentially because A(H3N2) viruses are more globally prevalent 274 
and migrate between regions more frequently than A(H1N1) viruses [7]. There was not a clear 275 
relationship between the direction of seasonal phase lags and A(H1N1) epidemic size (LM, R2 = 0.23, P = 276 
0.1; Figure S19). A(H3N2) incidence led influenza B incidence in all influenza seasons (positive phase 277 
lag), irrespective of influenza B epidemic size (LM, R2 = 0.05, P = 0.5; Figure S19). 278 

The relative impacts of viral evolution, heterosubtypic interference, and prior immunity on 279 
A(H3N2) epidemic dynamics 280 

We implemented conditional inference random forest models to assess the relative importance of viral 281 
evolution, type/subtype co-circulation, prior population immunity, and vaccine-related parameters in 282 
predicting regional A(H3N2) epidemic metrics (Figure 6). We limited viral evolutionary indicators to H3 283 
epitope distance (t – 2), N2 epitope distance (t – 1), HI log2 titer distance (t – 2), and H3 and N2 LBI 284 
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diversity in the current and prior season, due to weaker or non-significant correlations between the other 285 
evolutionary metrics and epidemic burden (Figure S7). To account for potential type or subtype 286 
interference, we included A(H1N1) epidemic size (A(H1N1) or A(H1N1)pdm09) and B epidemic size in the 287 
current and prior season and the dominant IAV subtype in the prior season. We included A(H3N2) 288 
epidemic size in the prior season as a proxy of natural prior immunity to A(H3N2). To account for vaccine-289 
induced immunity, we considered four categories of predictors and included estimates for the current and 290 
prior seasons: seasonal vaccination coverage among adults (18-49 years coverage × ≥ 65 years 291 
coverage), adjusted A(H3N2) vaccine effectiveness (VE), a combined metric of vaccination coverage and 292 
A(H3N2) VE (18-49 years coverage × ≥ 65 years coverage × VE), and H3 and N2 epitope distance 293 
between currently circulating strains and the US vaccine reference strain. We could not include a 294 
predictor for vaccination coverage in children or consider clade-specific VE estimates, because data were 295 
not available for most seasons in our study. We did not predict excess mortality attributable to A(H3N2), 296 
due to data limitation (one national estimate per season) and omitted models predicting epidemic timing, 297 
due to weak or non-significant correlations between timing-related measures and most indicators of viral 298 
evolution (Figure S11). Lastly, we could not separate our analysis into pre- and post-2009 pandemic 299 
periods due to small sample sizes. 300 

Based on variable importance scores, A(H1N1) epidemic size in the current season was the most 301 
informative predictor of A(H3N2) epidemic size and peak incidence, followed by H3 epitope distance, and 302 
the dominant IAV subtype in the previous season or N2 epitope distance (Figure 6). For A(H3N2) subtype 303 
dominance, the highest ranked predictors were H3 epitope distance, N2 epitope distance, and the 304 
dominant IAV subtype in the previous season (Figure 6). We note that we did not include A(H1N1) 305 
epidemic size as a predictor in this model, due to its confounding with the target variable. For models of 306 
A(H3N2) effective Rt and epidemic intensity, we observed less discernable differences in variable 307 
importance scores across the set of candidate predictors (Figure 6). For the model of effective Rt, N2 LBI 308 
diversity in the current season, A(H1N1) epidemic size in the current season, and N2 epitope distance 309 
between circulating strains and the vaccine strain were the highest ranked variables, while the most 310 
important predictors of epidemic intensity were H3 and N2 LBI diversity in the current season and adult 311 
vaccination coverage in the current and prior season. Variable importance rankings from LASSO (least 312 
absolute shrinkage and selection operator) regression models were qualitatively similar to those from 313 
random forest models, with A(H1N1) epidemic size in the current season, H3 and N2 epitope distance, 314 
and the dominant IAV subtype in the prior season consistently retained across the best-tuned models of 315 
epidemic size, peak incidence, and subtype dominance (Figure S20). Vaccine-related parameters and H3 316 
antigenic drift (either H3 epitope distance or HI log2 titer distance) were retained in the best-tuned LASSO 317 
models of effective Rt and epidemic intensity (Figure S20). 318 

We measured correlations between observed values and model-predicted values at the HHS region level. 319 
Among our various epidemic metrics, random forest models produced the most accurate predictions of 320 
A(H3N2) subtype dominance (𝜌 = 0.94, regional range = 0.8 – 0.98), peak incidence (Spearman’s 𝜌 = 321 
0.91, regional range = 0.73 – 0.95), and epidemic size (𝜌 = 0.9, regional range = 0.73 – 0.94), while 322 
predictions of effective Rt and epidemic intensity were less accurate (𝜌 = 0.8, regional range = 0.65 – 323 
0.91; 𝜌 = 0.78, regional range = 0.63 – 0.91, respectively) (Figure 7). Random forest models tended to 324 
underpredict most epidemic targets in seasons with substantial H3 antigenic transitions, in particular the 325 
SY97 cluster seasons (1998-1999, 1999-2000) and the FU02 cluster season (2003-2004) (Figure 7).  326 

For epidemic size and peak incidence, seasonal predictive error – root-mean-square error (RMSE) across 327 
all regional predictions in a season – increased with H3 epitope distance (size, Spearman’s 𝜌 = 0.51, P = 328 
0.02; peak, 𝜌 = 0.61, P = 0.007) and N2 epitope distance (size, 𝜌 = 0.43, P = 0.06; peak, 𝜌 = 0.46, P = 329 
0.04). For models of epidemic intensity, seasonal RMSE increased with N2 epitope distance (𝜌 = 0.62, P 330 
= 0.006) but not H3 epitope distance (𝜌 = 0.07, P = 0.8) (Figures S21-S22). The RMSE of effective Rt and 331 
subtype dominance predictions were not significantly correlated with H3 or N2 epitope distance (Figures 332 
S21-22). 333 

for use under a CC0 license. 
This article is a US Government work. It is not subject to copyright under 17 USC 105 and is also made available 

(which was not certified by peer review) is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. 
The copyright holder for this preprintthis version posted October 3, 2023. ; https://doi.org/10.1101/2023.10.02.23296453doi: medRxiv preprint 

https://doi.org/10.1101/2023.10.02.23296453


8 
 

To further refine our set of informative predictors, we performed multivariable regression with the top 10 334 
ranked predictors from each random forest model and used Bayesian Information Criterion (BIC) to select 335 
the best fit model for each epidemic metric, allowing each metric’s regression model to include up to three 336 
independent variables. This additional step of variable selection demonstrated that models with few 337 
predictors fit the observed data relatively well (epidemic size, adjusted R2 = 0.69; peak incidence, adj. R2 338 
= 0.63; effective Rt, adj. R2 = 0.65; epidemic intensity, adj. R2 = 0.75), except for subtype dominance (adj. 339 
R2 = 0.48) (Table 3). The set of variables retained after model selection were similar to those with high 340 
importance rankings in random forest models and LASSO regression models, with the exception that HI 341 
log2 titer distance, rather than H3 epitope distance, was included in the minimal models of effective Rt and 342 
epidemic intensity. 343 

Discussion 344 
 345 
Antigenic drift between currently circulating influenza viruses and the previous season’s viruses is 346 
expected to confer increased viral fitness, leading to earlier, larger, or more severe epidemics. However, 347 
prior evidence for the impact of antigenic drift on seasonal influenza outbreaks is mixed. Here, we 348 
systematically compare experimental and sequence-based measures of A(H3N2) evolution in predicting 349 
regional epidemic dynamics in the United States across 22 seasons, from 1997 to 2019. We also 350 
consider the effects of other co-circulating influenza viruses, prior immunity, and vaccine-related 351 
parameters, such as coverage and effectiveness, on A(H3N2) incidence. Our findings indicate that 352 
evolution in both major surface proteins – hemagglutinin (HA) and neuraminidase (NA) – contributes to 353 
variability in epidemic magnitude across seasons, though viral fitness appears to be secondary to subtype 354 
interference in shaping annual outbreaks. 355 
 356 
The first question of this study sought to determine which metrics of viral fitness have the strongest 357 
relationships with A(H3N2) epidemic burden and timing. Among our set of candidate evolutionary 358 
predictors, genetic distances based on broad sets of epitope sites (HA = 129 sites; NA = 223 epitope 359 
sites) had the strongest, most consistent associations with A(H3N2) epidemic size, transmission rate, 360 
severity, subtype dominance, and age-specific patterns. Increased epitope distance in both H3 and N2 361 
correlated with larger epidemics and increased transmissibility, with univariate analyses finding H3 362 
distance more strongly correlated with epidemic size, peak incidence, transmissibility, and excess 363 
mortality, and N2 distance more strongly correlated with epidemic intensity (i.e., the “sharpness” of the 364 
epidemic curve) and subtype dominance patterns. However, we note that minor differences in correlative 365 
strength between H3 and N2 epitope distance are not necessarily biologically relevant and could be 366 
attributed to noise in epidemiological or virological data or the limited number of influenza seasons in our 367 
study. The fraction of ILI cases in children relative to adults was negatively correlated with N2 epitope 368 
distance, consistent with the expectation that cases are more restricted to immunologically naïve children 369 
in seasons with low antigenic novelty [7,78]. Regarding epidemic timing, the number of days from 370 
epidemic onset to peak (a proxy for epidemic speed) decreased with N2 epitope distance, but other 371 
measures of epidemic timing, such as peak week, onset week, and spatiotemporal synchrony across 372 
HHS regions, were not significantly correlated with H3 or N2 antigenic change.  373 
 374 
The local branching index (LBI) is traditionally used to predict the success of individual clades, with a high 375 
LBI value indicating high viral fitness [35,62]. In our epidemiological analysis, low diversity of H3 or N2 376 
LBI values, in the current or prior season, correlated with greater epidemic intensity, higher transmission 377 
rates, and shorter seasonal duration. This outcome suggests that low LBI diversity is indicative of a rapid 378 
selective sweep by one successful clade and that high LBI diversity is indicative of multiple co-circulating 379 
clades with variable seeding times over the course of an epidemic. A caveat is that LBI estimation is more 380 
sensitive to sequence sub-sampling schemes than strain-level measures. If an epidemic is very short and 381 
intense (e.g., 1-2 months), a phylogenetic tree with our sub-sampling scheme (50 sequences per month) 382 
may not incorporate enough sequences to capture the true diversity of LBI values in that season. 383 
 384 
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Positive associations between H3 antigenic drift and population-level epidemic burden are consistent with 385 
previous observations from theoretical models [25,26,83]. For example, phylodynamic models of 386 
punctuated antigenic evolution have reproduced key features of A(H3N2) phylogenetic patterns and case 387 
dynamics, such as the sequential replacement of antigenic clusters, the limited standing diversity in HA 388 
after a cluster transition, and higher incidence and attack rates in cluster transition years [25,26,83]. Our 389 
results also corroborate empirical analyses of surveillance data [6,27,28,66] and forecasting models of 390 
annual epidemics [29,30] that found direct, quantitative links between HA antigenic novelty and the 391 
number of influenza cases or deaths in a season. Moving beyond the paradigm of antigenic clusters, Wolf 392 
et al., 2010 and Bedford et al., 2014 demonstrated that smaller, year-to-year changes in H3 antigenic drift 393 
also correlate with seasonal severity and incidence [6,27]. A more recent study did not detect an 394 
association between antigenic drift and city-level epidemic size in Australia [31], though the authors used 395 
a binary indicator to signify seasons with major HA antigenic transitions and did not consider smaller, 396 
more gradual changes in antigenicity. While Lam and colleagues did not observe a consistent effect of 397 
antigenic change on epidemic magnitude, they found a negative relationship between the cumulative prior 398 
incidence of an antigenic variant and its probability of successful epidemic initiation in a city [31].  399 
 400 
We did not observe a clear relationship between H3 receptor binding site (RBS) distance and epidemic 401 
burden, even though single substitutions at these seven amino acid positions are implicated in major 402 
antigenic transitions [68,84]. The outperformance of the RBS distance metric by a broader set of epitope 403 
sites could be attributed to the tempo of antigenic cluster changes. A(H3N2) viruses are characterized by 404 
both continuous and punctuated antigenic evolution, with transitions between antigenic clusters occurring 405 
every 2 to 8 years [6,26,32,33,36,37,67,68,85]. Counting substitutions at only a few sites may fail to 406 
capture more modest, gradual changes in antigenicity that are on a time scale congruent with annual 407 
outbreaks. Further, a broader set of epitope sites may better capture the epistatic interactions that 408 
underpin antigenic change in HA [86]. Although the 7 RBS sites were responsible for the majority of 409 
antigenic phenotype in Koel et al.’s experimental study [68], their findings do not necessarily contradict 410 
studies that found broader sets of sites associated with antigenic change. Mutations at other epitope sites 411 
may collectively add to the decreased recognition of antibodies or affect viral fitness through alternate 412 
mechanisms (e.g., compensatory or permissive mutations) [26,32,36,62,68,86-88]. 413 
 414 
A key result from our study is the direct link between NA antigenic drift and A(H3N2) incidence patterns. 415 
Although HA and NA both contribute to antigenicity [20,89] and undergo similar rates of positive selection 416 
[34], we expected antigenic change in HA to exhibit stronger associations with seasonal incidence, given 417 
its immunodominance relative to NA [90]. H3 and N2 epitope distance were both moderately correlated 418 
with epidemic size, peak incidence, and subtype dominance patterns, but, except for subtype dominance, 419 
H3 epitope distance had higher variable importance rankings in random forest models and N2 epitope 420 
distance was not retained after post-hoc model selection of top ranked random forest features. However, 421 
N2 epitope distance but not H3 epitope distance was associated with faster epidemic speed and a greater 422 
fraction of ILI cases in adults relative to children. Antigenic changes in H3 and N2 were independent 423 
across the 22 seasons of our study, consistent with previous research [34,74,76]. Thus, the similar 424 
predictive performance of HA and NA epitope distance for some epidemic metrics does not necessarily 425 
stem from the coevolution of HA and NA.  426 
 427 
HI log2 titer distance was positively correlated with different measures of epidemic impact yet 428 
underperformed in comparison to H3 and N2 epitope distances. This outcome was surprising given that 429 
we expected our method for generating titer distances to produce more realistic estimates of immune 430 
cross-protection between viruses than epitope-based measures. Our computational approach for inferring 431 
HI phenotype dynamically incorporates newer titer measurements and assigns antigenic weight to 432 
phylogenetic branches rather than fixed sequence positions [35,63], while our method for calculating 433 
epitope distance assumes that the contributions of specific sites to antigenic drift are constant through 434 
time, even though beneficial mutations previously observed at these sites are contingent on historical 435 
patterns of viral fitness and host immunity [26,35,62]. HI titer measurements have been more useful than 436 
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epitope substitutions in predicting future A(H3N2) viral populations [35] and vaccine effectiveness [91], 437 
with the caveat that these targets are more proximate to viral evolution than epidemic dynamics. 438 
 439 
HI titer measurements may be more immunologically relevant than epitope-based measures, yet several 440 
factors could explain why substitutions at epitope sites outperformed HI titer distances in epidemiological 441 
predictions. First, epitope distances may capture properties that affect viral fitness (and in turn outbreak 442 
intensity) but are unrelated to immune escape, such as intrinsic transmissibility, ability to replicate, or 443 
epistatic interactions. A second set of factors concern methodological issues associated with HI assays. 444 
The reference anti-sera for HI assays are routinely produced in ferrets recovering from their first influenza 445 
virus infection. Most humans are infected by different influenza virus strains over the course of their 446 
lifetimes, and one’s immune history influences the specificity of antibodies generated against drifted 447 
influenza virus strains [92-95]. Thus, human influenza virus antibodies, especially those of adults, have 448 
more heterogeneous specificities than anti-sera from immunologically naïve ferrets [92].  449 
 450 
A related methodological issue is that HI assays disproportionately measure anti-HA antibodies that bind 451 
near the receptor binding site and, similar to the RBS distance metric, may capture only a partial view of 452 
the antigenic change occurring in the HA protein [31,78,96,97]. A recent study of longitudinal serological 453 
data found that HI titers are a good correlate of protective immunity for children, while time since infection 454 
is a better predictor of protection for adults [97]. This outcome is consistent with the concept of antigenic 455 
seniority, in which an individual’s first exposure to influenza virus during childhood leaves an 456 
immunological “imprint”, and exposure to new strains “back boosts” one’s antibody response to strains of 457 
the same subtype encountered earlier in life [78,98,99]. Ranjeva et al.’s study and others suggest that 458 
human influenza virus antibodies shift focus from the HA head to other more conserved epitopes as 459 
individuals age [78,96]. Given that HI assays primarily target epitopes adjacent to the RBS, HI assays 460 
using ferret or human serological data are not necessarily suitable for detecting the broader immune 461 
responses of adults. A third explanation for the underperformance of HI titers concerns measurement 462 
error. Recent A(H3N2) viruses have reduced binding efficiency in HI assays, which can skew estimates of 463 
immune cross-reactivity between viruses [100]. These combined factors could obfuscate the relationship 464 
between the antigenic phenotypes inferred from HI assays and population-level estimates of A(H3N2) 465 
incidence.  466 
 467 
Novel antigenic variants are expected to have higher infectivity in immune populations, leading to earlier 468 
epidemics and more rapid geographic spread [19], but few studies have quantitatively tied antigenic drift 469 
to epidemic timing or geographic synchrony. Previous studies of pneumonia and influenza-associated 470 
mortality observed greater severity or geographic synchrony in seasons with major antigenic transitions 471 
[21,24]. A more recent Australian study of lab-confirmed cases also noted greater spatiotemporal 472 
synchrony during seasons in which novel H3 antigenic variants emerged, although their assessment was 473 
based on virus typing alone (i.e., influenza A or B) [17]. A subsequent Australian study with finer-474 
resolution data on subtype incidence and variant circulation determined that more synchronous epidemics 475 
were not associated with drifted A(H3N2) strains [31], and a US-based analysis of ILI data also failed to 476 
detect a relationship between HA antigenic cluster transitions and geographic synchrony [16]. In our 477 
study, the earliest epidemics tended to occur in seasons with transitions between H3 antigenic clusters 478 
(e.g., the emergence of the FU02 cluster in 2003-2004) or vaccine mismatches (e.g., N2 mismatch in 479 
1999-2000, H3 mismatch in 2014-2015) [32,74,101], but there was not a statistically significant correlation 480 
between antigenic change and earlier epidemic onsets or peaks. Regarding epidemic speed, the length of 481 
time from epidemic onset to peak decreased with N2 epitope distance but not H3 epitope distance. The 482 
relationship between antigenic drift and epidemic timing may be ambiguous because external seeding 483 
events or climatic factors, such as temperature and absolute humidity, are more important in driving 484 
influenza seasonality and the onsets of winter epidemics [7,10-14,16]. Alternatively, the resolution of our 485 
epidemiological surveillance data (HHS regions) may not be granular enough to detect a signature of 486 
antigenic drift in epidemic timing, though studies of city-level influenza dynamics were also unable to 487 
identify a clear relationship [16,31]. 488 
 489 
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After exploring individual correlations between evolutionary indicators and annual epidemics, we 490 
considered the effects of influenza A(H1N1) incidence and B incidence on A(H3N2) virus circulation 491 
within a season. We detected strong negative associations between A(H1N1) incidence and A(H3N2) 492 
epidemic size, peak incidence, transmissibility, and excess mortality, consistent with previous animal, 493 
epidemiological, phylodynamic, and theoretical studies that found evidence for cross-immunity between 494 
IAV subtypes [53-55,57,59,102]. For example, individuals recently infected with seasonal influenza A 495 
viruses are less likely to become infected during subsequent pandemic waves [52,53,102-104], and the 496 
early circulation of one influenza virus type or subtype is associated with a reduced total incidence of the 497 
other type/subtypes within a season [31,57]. Due to the shared evolutionary history of their internal genes 498 
[79], pre-2009 seasonal A(H1N1) viruses may impact A(H3N2) virus circulation to a greater extent than 499 
A(H1N1)pdm09 viruses, which have a unique combination of genes that were not identified in animals or 500 
humans prior to 2009 [81,105]. We observed similar relationships between A(H3N2) epidemic metrics 501 
and A(H1N1) incidence during pre- and post-2009 pandemic seasons, with slightly stronger correlations 502 
observed during the pre-2009 period. However, given the small sample size (12 pre-2009 seasons and 9 503 
post-2009 seasons), we cannot fully answer this question. 504 
 505 
In our study, univariate correlations between A(H1N1) and A(H3N2) incidence were more pronounced 506 
than those observed between A(H3N2) incidence and evolutionary indicators, and A(H1N1) epidemic size 507 
was the highest ranked feature by random forest models predicting epidemic size and peak incidence. 508 
Consequently, interference between the two influenza A subtypes may be more impactful than viral 509 
evolution in determining the size of annual A(H3N2) outbreaks. Concerning epidemic timing, we did not 510 
detect a relationship between A(H3N2) antigenic change and the relative timing of A(H3N2) and A(H1N1) 511 
cases; specifically, A(H3N2) incidence did not consistently lead A(H1N1) incidence in seasons with 512 
greater H3 or N2 antigenic change. Overall, we did not find any indication that influenza B incidence 513 
affects A(H3N2) epidemic burden or timing, which is not unexpected, given that few T and B cell epitopes 514 
are shared between the two virus types [106]. 515 
 516 
Lastly, we used random forest models and multivariable linear regression models to assess the relative 517 
importance of viral evolution, prior population immunity, co-circulation of other influenza viruses, and 518 
vaccine-related parameters in predicting regional A(H3N2) epidemic dynamics. We chose conditional 519 
inference random forest models as our primary method of variable selection because several covariates 520 
were collinear, relationships between some predictors and target variables were nonlinear, and our goal 521 
was inferential rather than predictive. We performed leave-one-season-out cross-validation to tune each 522 
model, but, due to the limited number of seasons in our dataset, we were not able to test predictive 523 
performance on an independent test set. With the caveat that models were likely overfit to historical data, 524 
random forest models produced accurate predictions of regional epidemic size, peak incidence, and 525 
subtype dominance patterns, while predictions of epidemic intensity and transmission rates were less 526 
exact. The latter two measures could be more closely tied to climatic factors, the timing of influenza case 527 
importations from abroad, or mobility patterns [7,13,14,16] or they may be inherently more difficult to 528 
predict because their values are more constrained. Random forest models tended to underpredict 529 
epidemic burden in seasons with major antigenic transitions, particularly the SY97 seasons (1998-1999, 530 
1999-2000) and the FU02 season (2003-2004), potentially because antigenic jumps of these magnitudes 531 
were infrequent during our 22-season study period. An additional step of post-hoc model selection 532 
demonstrated that models with only three covariates could also produce accurate fits to observed 533 
epidemiological data. 534 
 535 
Our study is subject to several limitations, specifically regarding geographic resolution and data 536 
availability. First, our analysis is limited to one country with a temperate climate and its findings 537 
concerning interactions between A(H3N2), A(H1N1), and type B viruses may not be applicable to tropical 538 
or subtropical countries, which experience sporadic epidemics of all three viruses throughout the year 539 
[107]. Second, our measure of population-level influenza incidence is derived from regional CDC 540 
outpatient data because those data are publicly available starting with the 1997-1998 season. State level 541 
outpatient data are not available until after the 2009 A(H1N1) pandemic, and finer resolution data from 542 
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electronic health records are accessible in theory but not in the public domain. Access to ILI cases 543 
aggregated at the state or city level, collected over the course of decades, would increase statistical 544 
power and enable us to add more location-specific variables to our analysis, such as climatic and 545 
environmental factors. A third limitation is that we measured influenza incidence by multiplying the rate of 546 
influenza-like illness by the percentage of tests positive for influenza, which does not completely eliminate 547 
the possibility of capturing the activity of other co-circulating respiratory pathogens [11]. Surveillance data 548 
based on more specific diagnosis codes would ensure the exclusion of patients with non-influenza 549 
respiratory conditions. Fourth, our data on the age distribution of influenza cases were derived from ILI 550 
encounters across four broad age groups and did not include test positivity status, virus type/subtype, or 551 
denominator information. Despite the coarseness of these data, we found statistically significant 552 
correlations in the expected directions between N2 antigenic change and the fraction of cases in children 553 
relative to adults. Lastly, a serological assay exists for NA, but NA titer measurements are not widely 554 
available because the assay is labor-intensive and inter-lab variability is high. Thus, we could not test the 555 
performance of NA antigenic phenotype in predicting epidemic dynamics. 556 
 557 
Beginning in early 2020, non-pharmaceutical interventions (NPIs), including lockdowns, school closures, 558 
physical distancing, and masking, were implemented in the United States and globally to slow the spread 559 
of severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), the virus responsible for the COVID-560 
19 pandemic. These mitigation measures disrupted the transmission of seasonal influenza viruses and 561 
other directly-transmitted respiratory viruses throughout 2020 and 2021 [108-113], and population 562 
immunity to influenza is expected to have decreased substantially during this period of low circulation 563 
[114,115]. COVID-19 NPIs relaxed during 2021 and 2022, and co-circulation of A(H3N2) and 564 
A(H1N1)pdm09 viruses in the United States resumed during the 2022-2023 influenza season. Our study 565 
concludes with the 2018-2019 season, and thus it is unclear whether our modeling approach would be 566 
useful in projecting seasonal burden during the post-pandemic period, without an additional component to 567 
account for COVID-19-related perturbations to influenza transmission. Further studies will need to 568 
determine whether ecological interactions between influenza viruses have changed or if the effects of 569 
viral evolution and subtype interference on seasonal outbreaks are different in the post-pandemic period. 570 
 571 
In conclusion, relationships between A(H3N2) antigenic drift, epidemic impact, and age dynamics are 572 
moderate, with genetic distances based on broad sets of H3 and N2 epitope sites having greater 573 
predictive power than serology-based antigenic distances for the timeframe analyzed. Influenza 574 
epidemiological patterns are consistent with increased population susceptibility in seasons with high 575 
antigenic novelty, and our study is the first to link NA antigenic drift to epidemic burden, timing, and the 576 
age distribution of cases. It is well established that anti-HA and anti-NA antibodies are independent 577 
correlates of immunity [45,47-49,116-118], and the influenza research community has advocated for NA-578 
based vaccines [39,119]. The connection between NA drift and seasonal incidence further highlights the 579 
importance of monitoring evolution in both HA and NA to inform vaccine strain selection and epidemic 580 
forecasting efforts. Although antigenic change in both HA and NA was correlated with epidemic dynamics, 581 
ecological interactions between influenza A subtypes appear to be more influential than viral evolution in 582 
determining the intensity of annual A(H3N2) epidemics. The aim of our study was to retrospectively 583 
assess the potential drivers of annual A(H3N2) epidemics, yet we cautiously suggest that one could 584 
project the size or intensity of future epidemics based on sequence data and A(H1N1)pdm09 incidence 585 
alone [27,57]. 586 
 587 
Methods 588 

Unless otherwise noted, data processing and statistical analyses were performed using R version 4.3.0. 589 

Influenza epidemic timing and burden 590 

Influenza-like illness and virological surveillance data 591 
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We obtained weekly epidemiological and virological data for influenza seasons 1997-1998 to 2018-2019, 592 
at the U.S. HHS region level [120]. We defined influenza seasons as calendar week 40 in a given year to 593 
calendar week 20 in the following year, with the exception of the 2008-2009 season, which ended in 2009 594 
week 16 due to the emergence of the A(H1N1)pdm09 virus [57]. 595 

We extracted syndromic surveillance data for the ten HHS regions from the U.S. Outpatient Influenza-like 596 
Illness Surveillance Network (ILINet) [120]. ILINet consists of approximately 3,200 sentinel outpatient 597 
healthcare providers throughout the United States that report the total number of consultations for any 598 
reason and the number of consultations for influenza-like illness (ILI) every week. ILI is defined as fever 599 
(temperature of 100°F [37.8°C] or greater) and a cough and/or a sore throat. The indicator is based on 600 
the weekly proportion of outpatient consultations for influenza-like illness and is available weighted or 601 
unweighted by regional population size. The number of ILI encounters by age group are also provided (0-602 
4, 5-24, 25-64, and ≥65), but these data are not weighted by total encounters or population size. 603 

Data on weekly influenza virus type and subtype circulation were obtained from the US CDC’s World 604 
Health Organization (WHO) Collaborating Center for Surveillance, Epidemiology and Control of Influenza 605 
[121]. We estimated the weekly number of respiratory samples testing positive for influenza A(H1N1), 606 
A(H1N1)pdm09, A(H3N2), or B at the HHS region level (see Supplementary Methods for details on data 607 
processing). We defined influenza A subtype dominance in each season based on the proportion of 608 
influenza A virus (IAV) positive samples typed as A(H3N2). We defined seasons as A(H3N2) or A(H1N1) 609 
or A(H1N1)pdm09 dominant when ≥70% of IAV positive samples were typed as one IAV subtype and co-610 
dominant when one IAV subtype comprised 50-69% of IAV positive samples. 611 

For each HHS region, we estimated weekly incidences of influenza A(H3N2), A(H1N1), and B by 612 
multiplying the percentage of influenza-like illness among outpatient visits, weighted by regional 613 
population, with the percentage of respiratory samples testing positive for a particular type/subtype 614 
[57,77]. We combined pre-2009 seasonal A(H1N1) and A(H1N1)pdm09 viruses as A(H1N1) and the 615 
Victoria and Yamagata lineages of influenza B as influenza B. ILI x percent positive (ILI+) is considered a 616 
robust estimate of influenza activity and has been used in multiple prior modeling studies 617 
[6,18,57,77,122]. We used linear interpolation to estimate missing values for time spans of up to four 618 
consecutive weeks. 619 

The emergence of A(H1N1)pdm09 in 2009 altered influenza testing and reporting patterns. We adjusted 620 
weekly incidences for differences in reporting rates between the pre-2009 pandemic period – defined as 621 
1997 week 40 to 2009 week 17 – and the post-pandemic period – defined as the weeks after 2010 week 622 
33. For each region, we scaled pre-pandemic incidences by the ratio of mean weekly ILI+ (for all influenza 623 
type/subtypes combined) in the post-pandemic period to that of the pre-pandemic period. Incidences for 624 
HHS Region 10 were not adjusted for pre- and post-pandemic reporting because surveillance data for this 625 
region were not available before 2009. To account for differences in reporting rates across HHS regions, 626 
we next scaled each region’s type/subtype incidences by its mean weekly ILI+ for the entire study period. 627 
Scaled incidences were used in all downstream analyses of epidemic burden and timing.  628 

Epidemic burden and timing 629 

Epidemic burden: We considered three complementary indicators of epidemic burden, separately for 630 
each influenza type/subtype, HHS region, and season. We defined peak incidence as the maximum 631 
weekly scaled incidence and epidemic size as the cumulative weekly scaled incidence. We also 632 
estimated epidemic intensity based on a method previously developed to study variation in the shape 633 
(i.e., sharpness) of influenza epidemics across US cities [123]. Epidemic intensity was based on the 634 
inverse Shannon entropy of the weekly incidence distribution. Epidemic intensity increases when 635 
incidence is more concentrated in particular weeks and decreases when incidence is more evenly spread 636 
across weeks. 637 
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Specifically, we defined the incidence distribution pij  as the fraction of influenza incidence in season j that 638 
occurred during week i in a given region, and epidemic intensity vj as the inverse of the Shannon entropy 639 
of the incidence distribution:  640 

𝑣! = (−(𝑝"! ln	𝑝"!)
"

#$
 641 

Epidemic intensity values were normalized to fall between 0 and 1.  642 

Transmission intensity: For each region, we used the Epidemia R package to model annual A(H3N2) 643 
epidemics and to estimate time-varying (instantaneous) reproduction numbers, effective Rt [124,125](see 644 
Supplementary Methods for model details). Epidemia implements a semi-mechanistic Bayesian approach 645 
using the probabilistic programming language Stan [126]. 646 

To generate seasonal indicators of transmission intensity, we extracted posterior draws of daily Rt 647 
estimates for each region and season, calculated the median value for each day, and averaged daily 648 
median values by epidemic week. For each region and season, we averaged Rt estimates from the 649 
weeks spanning epidemic onset to epidemic peak (initial Rt) and averaged the two highest Rt estimates 650 
(maximum Rt). Initial Rt and maximum Rt produced qualitatively similar results in downstream analyses; 651 
we opted to report results for maximum Rt. 652 

Excess pneumonia and influenza deaths attributable to A(H3N2): To measure the epidemic severity each 653 
season, we obtained estimates of seasonal excess mortality attributable to influenza A(H3N2) from 654 
Hansen et al., 2022 [127]. Excess mortality is a measure of the mortality burden of a given pathogen in 655 
excess of a seasonally adjusted baseline, obtained by regressing weekly deaths from broad disease 656 
categories against indicators of influenza virus circulation. Hansen et al. used pneumonia and influenza 657 
(P&I) excess deaths, which is considered the most specific indicator of influenza burden [128]. Deaths 658 
with a mention of P&I (ICD 10: J00-J18) were aggregated by week and age group (<1, 1-4, 5-49, 50-64, 659 
and ≥65) for 1998-2018. Age-specific generalized linear models were fit to observed weekly P&I death 660 
rates, while accounting for influenza and respiratory syncytial virus (RSV) activity and seasonal and 661 
temporal trends. Hansen et al. estimated the weekly national number of excess A(H3N2)-associated 662 
deaths by subtracting the baseline death rate expected in the absence of A(H3N2) circulation (A(H3N2) 663 
model terms set to zero) from the observed P&I death rate. We summed the number of excess A(H3N2) 664 
deaths per 100,000 people from October to May to obtain seasonal age-specific estimates.  665 

Epidemic onset and peak timing: We estimated the regional onsets of A(H1N1), A(H1N1)pdm09, 666 
A(H3N2), and B epidemics each season by fitting piecewise linear models to subtype-specific incidence 667 
curves from week 30 to the first week of maximum incidence. We did not estimate epidemic onsets for 668 
regions with insufficient signal, which we defined as fewer than three weeks of consecutive incidence 669 
and/or greater than 30% of weeks with missing data in a particular season. The timing of the changepoint 670 
in incidence represents epidemic establishment (i.e., sustained transmission) rather the timing of 671 
influenza introduction or arrival [16]. We were able to estimate A(H3N2) onset timing for most seasons, 672 
except for three A(H1N1) dominant seasons: 2000-2001 (0 regions), 2002-2003 (3 regions), and 2009-673 
2010 (0 regions). We defined epidemic peak timing as the first week of maximum incidence. To measure 674 
spatiotemporal synchrony, we calculated seasonal variation (standard deviation, s.d.) in regional onset 675 
and peak timing [19,27]. To measure the speed of viral spread, we calculated the number of days 676 
between onset and peak and seasonal duration (the number of weeks with non-zero incidence) for each 677 
region. As a sensitivity analysis, we used wavelets to estimate timing differences between A(H3N2), 678 
A(H1N1), A(H1N1)pdm09, and B epidemics (see Supplementary Methods). 679 

Age patterns: We calculated the seasonal proportion of ILI encounters in each age group (0-4 years, 5-24 680 
years, 25-64 years, and ≥65 years). Data for more narrow age groups are available after 2009, but we 681 
chose these four categories to increase the number of seasons in our analysis. 682 
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Influenza vaccination coverage and A(H3N2) vaccine effectiveness 683 

Influenza vaccination coverage and effectiveness vary between years and would be expected to affect 684 
the population impact of seasonal outbreaks, and in turn our epidemiologic indicators. We obtained 685 
seasonal estimates of national vaccination coverage for adults 18-49 years and adults ≥65 years from 686 
studies utilizing vaccination questionnaire data collected by the National Health Interview Survey [129-687 
135]. We did not consider the effects of vaccination coverage in children, due to our inability to find 688 
published estimates for most influenza seasons in our study. 689 

We obtained seasonal estimates of adjusted A(H3N2) vaccine effectiveness (VE) from 32 observational 690 
studies [136-167]. Most of these studies had case-control test-negative designs (N = 30) and took place 691 
in North America (N = 25) or Europe (N = 6). When possible, we limited VE estimates to those for healthy 692 
adults or general populations. When multiple VE studies were available for a given season, we calculated 693 
mean VE as the weighted average of m different VE point estimates:   694 

∑ 𝛿%&"
#$/(𝑉𝐸")

"*$

∑ 𝛿%&"
#$/()

"*$
 695 

Wherein 𝛿%& denotes the width of the 95% confidence interval (CI) for 𝑉𝐸" [91].  696 

The 95% CI for the weighted mean VE was calculated as:  697 

1
𝑚2( 3𝛿%&"4

()

"*$
 698 

Correlations among epidemic metrics 699 

We used Spearman’s correlation coefficients to measure pairwise relationships between A(H3N2) 700 
epidemiological indictors. We adjusted P-values for multiple testing using the Benjamini and Hochberg 701 
method [168]. 702 

Indicators of influenza A(H3N2) evolution 703 

We considered multiple indicators of influenza evolution based on genetic and phenotypic (serologic) 704 
data, separately for HA and NA. 705 

HA and NA sequence data 706 

We downloaded all H3 sequences and associated metadata from the Global Initiative on Sharing Avian 707 
Influenza Data (GISAID) EpiFlu database [60]. We focused our analysis on complete H3 sequences that 708 
were sampled between January 1, 1997, and October 1, 2019. We prioritized viruses with corresponding 709 
HI titer measurements provided by the WHO Global Influenza Surveillance and Response System 710 
(GISRS) Collaborating Centers and excluded all egg-passaged viruses and sequences with ambiguous 711 
year, month, and day annotations. To account for variation in sequence availability across global regions, 712 
we subsampled the selected sequences five times to representative sets of 50 viruses per month, with 713 
preferential sampling for North America. Each month 25 viruses (when available) were selected from 714 
North America, with even sampling across nine other global regions (Africa, Europe, China, South Asia, 715 
Japan and Korea, Oceania, South America, Southeast Asia, and West Asia) for the remaining 25 viruses. 716 
To ensure proper topology early in the phylogeny, we included reference strains that had been collected 717 
no earlier than 5 years prior to January 1, 1997. The resultant sets of H3 sequences included 10,088 to 718 
10,090 sequences spanning December 25, 1995 – October 1, 2019. 719 
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As with the H3 analysis, we downloaded all N2 sequences and associated metadata from GISAID and 720 
selected complete N2 sequences that were sampled between January 1, 1997, and October 1, 2019. We 721 
excluded all sequences with ambiguous year, month, and day annotations, forced the inclusion of 722 
reference strains collected no earlier than 5 years prior to January 1, 1997, and compiled five replicate 723 
subsampled datasets with preferential sampling for North America (9,007 to 9,009 sequences; June 8, 724 
1995 – October 1, 2019). 725 

HA serologic data 726 

Hemagglutination inhibition (HI) measurements from ferret sera were provided by WHO GISRS 727 
Collaborating Centers in London, Melbourne, Atlanta, and Tokyo. We converted these raw two-fold 728 
dilution measurements to log2 titer drops normalized by the corresponding log2 autologous measurements 729 
[35,63].  730 

Although a phenotypic assay exists for NA, NA inhibiting antibody titers are not routinely measured for 731 
influenza surveillance. Therefore, we could not include a phenotypic marker of NA evolution in our study. 732 

Phylogenetic inference 733 

For each set of H3 and N2 sequences, we aligned sequences with the augur align command [169] and 734 
MAFFT v7.407 [170]. We inferred initial phylogenies with IQ-TREE v1.6.10 [171]. To reconstruct time-735 
resolved phylogenies, we applied TreeTime v0.5.6 [172] with the augur refine command [173]. 736 

Viral fitness metrics 737 

Following Huddleston et al., 2020 [35], we defined the following fitness metrics for each influenza season:  738 

Antigenic drift: We estimated antigenic drift for each H3 strain using either genetic or serologic data. We 739 
implemented three sequence-based metrics based on substitutions at putative epitope sites: 129 sites in 740 
HA1 [21,64,66,67,174], 7 sites adjacent to the receptor-binding site (RBS) [68], and 34 sites in the HA 741 
stalk [70], hereon HA epitope distance, HA RBS distance, and HA stalk footprint distance. To estimate 742 
antigenic drift with hemagglutination inhibition (HI) titer data, hereon HI log2 titer distance, we applied the 743 
phylogenetic tree model from Neher et al., 2016 [63] to the H3 phylogeny and available HI data for its 744 
sequences. The tree model estimates the antigenic drift per branch in units of log2 titer change. 745 

To estimate N2 antigenic drift, we implemented two sequence-based metrics that count substitutions at 746 
putative epitope sites in the NA head: 223 sites [34] or 53 sites [69], hereon NA epitope distance.  747 

Mutational load: To estimate mutational load for each H3 and N2 strain, an inverse proxy of viral fitness 748 
[61], we implemented metrics that count substitutions at putative non-epitope sites in HA (N = 200) and 749 
NA (N = 246), hereon HA non-epitope distance and NA non-epitope distance. Mutational load metrics 750 
produce higher values for strains that are less fit compared to previously circulating strains. 751 

Clade growth: We estimated the seasonal growth of H3 clades and N2 clades with the local branching 752 
index (LBI) [62]. To calculate LBI for each H3 and N2 strain, we applied the LBI heuristic algorithm as 753 
originally described by Neher et al., 2014 [62] to H3 and N2 phylogenetic trees, respectively. We set the 754 
neighborhood parameter, τ, to 0.4 and only considered viruses sampled between the current season t 755 
and the previous season t - 1 as contributing to recent clade growth in the current season t. To estimate 756 
the diversity of clade growth rates in each season, we binned LBI values by units of 2 into 10 categories 757 
((0-2],(2-4], (4-6], (6-8], (8-10], (10-12],(12-14], (14-16],(16-18], (18-20]) and estimated the Shannon 758 
entropy of LBI categories. Here, the Shannon entropy [175] considers both the richness and relative 759 
abundance of viral clades with different growth rates and is calculated as follows:  760 
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H+ = −(𝑝"
"

ln	𝑝" 761 

wherein pi is the proportion of LBI values belonging to the ith bin. 762 

Antigenic and genetic distance relative to prior seasons  763 

We estimated genetic and antigenic distances between influenza viruses circulating in consecutive 764 
seasons by calculating the mean distance between viruses circulating in the current season t and viruses 765 
circulating during the prior season (t – 1 year; one season lag) or two prior seasons ago (t – 2 years; two 766 
season lag). Seasonal genetic and antigenic distances are greater when currently circulating strains are 767 
more antigenically distinct from previously circulating strains. We used Spearman’s correlation 768 
coefficients to measure pairwise relationships between scaled H3 and N2 evolutionary indictors. We 769 
adjusted P-values for multiple testing using the Benjamini and Hochberg method [168]. 770 

Univariate relationships between viral fitness, (sub)type interference and A(H3N2) epidemic 771 
impact 772 

We measured univariate associations between national indicators of A(H3N2) viral fitness and regional 773 
A(H3N2) epidemic parameters – peak incidence, epidemic size, effective Rt, epidemic intensity, subtype 774 
dominance, excess P&I deaths, onset timing, peak timing, spatiotemporal synchrony, the number of 775 
weeks from onset to peak, and seasonal duration. We first measured Spearman correlation coefficients 776 
between pairs of scaled fitness indicators and epidemic metrics using 1000 bootstrap replicates of the 777 
original dataset (1000 samples with replacement).  778 

Next, we fit regression models with different distribution families (Gaussian or Gamma) and link functions 779 
(identity, log, or inverse) to observed data and used Bayesian information criterion (BIC) to select the best 780 
fit model, with lower BIC values indicating a better fit to the data. For subtype dominance, epidemic 781 
intensity, and age-specific proportions of ILI cases, we fit Beta regression models with logit links. For 782 
each epidemic metric, we fit the best-performing regression model to the resampled dataset. To measure 783 
the effects of sub(type) interference on A(H3N2) epidemics, the same approach was applied to measure 784 
the univariate relationships between A(H1N1) or B epidemic size and A(H3N2) peak incidence, epidemic 785 
size, effective Rt, epidemic intensity, and excess mortality. As a sensitivity analysis, we tested univariate 786 
relationships between A(H3N2) epidemic metrics and A(H1N1) epidemic size during pre-2009 seasons 787 
(seasonal A(H1N1) viruses) and post-2009 seasons (A(H1N1)pdm09 viruses) separately.  788 

All predictors were centered and scaled prior to measuring Spearman’s correlations or fitting regression 789 
models. 790 
 791 
Selecting relevant predictors of A(H3N2) epidemic impact  792 
 793 
Next, we explored multivariable approaches that would shed light on the potential mechanisms driving 794 
annual epidemic impact. Considering that we had many predictors and relatively few observations (22 795 
seasons x 9-10 HHS regions), several covariates were collinear, and our goal was explicative rather than 796 
predictive, we settled on methods that tend to select few covariates. 797 
 798 
We first used conditional inference random forest models to select relevant predictors of A(H3N2) 799 
epidemic size, peak incidence, effective Rt, epidemic intensity, and subtype dominance (party and caret 800 
R packages) [176-179]. Candidate predictors included viral fitness indicators: genetic and antigenic 801 
distance from previously circulating strains and the Shannon entropy of H3 and N2 LBI values in the 802 
current and prior season; proxies for prior natural immunity: A(H3N2) epidemic size in the prior season, 803 
influenza A(H1N1) epidemic size and B epidemic size in the current and prior seasons, and the dominant 804 
sub(type) in the prior season [12]; and vaccine-related parameters: national adult vaccination coverage in 805 
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the current and previous season, A(H3N2) vaccine effectiveness in the current and previous season, and 806 
H3 and N2 epitope distances between circulating A(H3N2) viruses in the United States and the A(H3N2) 807 
vaccine strain in the same season. We did not conduct variable selection analysis for excess A(H3N2) 808 
mortality due to data limitations (one national estimate per season). Metrics related to epidemic timing 809 
were also excluded from this analysis because we found weak or non-statistically significant associations 810 
with most of the candidate evolutionary predictors in univariate analyses. 811 
 812 
We created each forest by generating 3,000 regression trees from 10 repeats of a leave-one-season-out 813 
(jackknife) cross-validated sample of the data. Due to the small size of our dataset, evaluating the 814 
predictive accuracy of random forest models on a quasi-independent test set produced unstable 815 
estimates. Consequently, we included all data in the training set and report root mean squared error 816 
(RMSE) and R2 values from the best tuned model. We used permutation importance (N = 50 817 
permutations) to estimate the relative importance of each predictor in determining model outcomes. 818 
Permutation importance is the decrease in prediction accuracy when a single feature (predictor) is 819 
randomly permuted, with larger values indicating more important variables. Because our features were 820 
collinear, we used conditional permutation importance to compute feature importance scores, rather than 821 
the standard marginal procedure [177,178,180,181]. 822 
 823 
As an alternative method for variable selection, we performed LASSO regression on the same cross-824 
validated dataset and report RMSE and R2 values from the best tuned model (glmnet and caret R 825 
packages)[179,182]. Unlike random forest models, this approach assumes linear relationships between 826 
predictors and the target variable. LASSO models (L1 penalty) are more restrictive than ridge models (L2 827 
penalty) and elastic net models (combination of L1 and L2 penalties) and will arbitrarily select one 828 
variable from a set of collinear variables. 829 
 830 
To further reduce the set of predictors for each epidemic metric, we performed model selection with linear 831 
regression models that considered all combinations of the top 10 ranked predictors from conditional 832 
inference random forest models. Candidate models were limited to three independent variables, and 833 
models were compared using BIC. We did not include HHS region or season as fixed or random effects in 834 
these models because these variables either did not improve model fit (region) or caused convergence 835 
issues (season). 836 
 837 
All predictors were centered and scaled prior to fitting random forest or regression models. 838 
 839 
Data availability 840 
 841 
Sequence data are available from GISAID using accession ids provided in Supplementary file 1. Source 842 
code for phylogenetic analyses, inferred HI titers from serological measurements, and evolutionary fitness 843 
measurements are available in the GitHub repository https://github.com/blab/perofsky-ili-antigenicity. The 844 
five replicate trees for HA and NA can be found at https://nextstrain.org/groups/blab/ under the keyword 845 
"perofsky-ili-antigenicity". Epidemiological data, datasets combining seasonal evolutionary fitness 846 
measurements and epidemic metrics, and source code for calculating epidemic metrics and performing 847 
statistical analyses are available in the GitHub repository 848 
https://github.com/aperofsky/H3N2_Antigenic_Epi. Raw serological measurements are restricted from 849 
public distribution by previous data sharing agreements. 850 
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CoV‐2 and with Dynavax on universal influenza virus vaccines. All other authors declare no competing 912 
interests. 913 
 914 
Supplementary Methods 915 

Influenza virological surveillance data 916 

Data on weekly influenza type and subtype circulation were obtained from the US CDC’s World Health 917 
Organization (WHO) Collaborating Center for Surveillance, Epidemiology and Control of Influenza [121]. 918 
Approximately 100 public health laboratories and 300 clinical laboratories located throughout the United 919 
States report influenza test results to the US CDC, through either the US WHO Collaborating 920 
Laboratories Systems or the National Respiratory and Enteric Virus Surveillance System (NREVSS). 921 
Clinical laboratories test respiratory specimens for diagnostic purposes whereas public health laboratories 922 
primarily test specimens to characterize influenza virus type, subtype, and lineage circulation. Public 923 
health laboratories often receive samples that have already tested positive for influenza at a clinical 924 
laboratory. 925 

We estimated the weekly number of respiratory samples testing positive for influenza A(H1N1), A(H3N2), 926 
or B at the HHS region level. Beginning in the 2015/2016 season, reports from public health and clinical 927 
laboratories are presented separately in the CDC’s weekly influenza updates. From 2015 week 40 928 
onwards, we used clinical laboratory data to estimate the proportion of respiratory samples testing 929 
positive for any influenza type/subtype and the proportion of samples testing positive for influenza A or B. 930 
We used public health laboratory data to estimate the proportion of influenza A isolates typed as A(H3N2) 931 
or A(H1N1)pdm09 in each week. Untyped influenza A-positive isolates were assigned to either A(H3N2) 932 
or A(H1N1) according to their proportions among typed isolates. We combined seasonal and pandemic 933 
A(H1N1) as seasonal A(H1N1) influenza and the Victoria and Yamagata lineages of influenza B as 934 
influenza B. We defined influenza A subtype dominance in each season based on the proportion of 935 
influenza A positive samples typed as A(H1N1) or A(H3N2).  936 

A(H3N2) epidemiological model 937 

Prior to Rt estimation, we computed daily case counts by disaggregating weekly A(H3N2) incidence rates 938 
to daily rates (tempdisagg package) [183] and rounding the resultant values to integers. Observed cases 939 
were modelled as a function of latent infections in the population, assuming a negative binomial 940 
distribution. We assumed an infection ascertainment rate of 0.45 [184], a lognormal-distributed infection-941 
to-symptom-onset time period with mean 1.4 days and standard deviation 1.5 days [185], and a 942 
lognormal-distributed onset-to-case-observation time period with mean 2 days and standard deviation 1.5 943 
days [186]. Thus, the time distribution for infection-to-case-observation was 944 

𝜋	~	lognormal(1.4,1.5) + lognormal(2,1.5) 945 

Instead of using the renewal equation to propagate infections, we treated infections as latent parameters 946 
in the model, because the additional variance around infections leads to a posterior distribution that is 947 
easier to sample [125]. For the generation time, we assumed a discretized Weibull distribution with mean 948 
3.6 days and standard deviation 1.6 days [187]. To control for temporal autocorrelation, we modelled Rt 949 
as a daily random walk. We assigned the intercept a normal prior with mean log 2 and variance 0.2, which 950 
gives the initial reproduction number R0 a prior mean of approximately 2. 951 

Epidemic trajectories for each region and season were fit independently using Stan’s Hamiltonian Monte 952 
Carlo sampler [188]. For each model, we ran 4 chains, each for 10,000 iterations (including a burn-in 953 
period of 2,000 iterations that was discarded), producing a total posterior sample size of 32,000. We 954 
verified convergence by confirming that all parameters had sufficiently low R̂ hat values (all R hat < 1.1) 955 
and sufficiently large effective sample sizes (>15% of the total sample size). 956 
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Wavelet analysis 957 

We applied a wavelet approach to quantify the relative timing of influenza A(H3N2), A(H1N1), and B 958 
epidemics in each HHS region. Incidence time series were square root transformed and normalized and 959 
then padded with zeros to reduce edge effects. Wavelet coherence was used to determine the degree of 960 
synchrony between A(H3N2) versus A(H1N1) incidence and A(H3N2) versus B incidence within each 961 
region at multi-year time scales. Statistical significance was assessed using 10,000 Monte Carlo 962 
simulations. Coherence measures time- and frequency-specific associations between two wavelet 963 
transforms, with high coherence indicating that two non-stationary signals (time series) are associated at 964 
a particular time and frequency [82]. 965 

Following methodology developed for influenza and other viruses [19,82,189-191], we used continuous 966 
wavelet transformations (Morlet) to calculate the phase of seasonal A(H3N2), A(H1N1), and B epidemics. 967 
We reconstructed weekly time series of phase angles using wavelet reconstruction [19,192] and extracted 968 
the major one-year seasonal component (period 0.8 to 1.2 years) of the Morlet decomposition of 969 
A(H3N2), A(H1N1), and B time series. To estimate the relative timing of A(H3N2) and A(H1N1) incidence 970 
or A(H3N2) and B incidence in each region, phase angle differences were calculated as phase in 971 
A(H3N2) minus phase in A(H1N1) (or B), with a positive value indicating that A(H1N1) (or B) lags 972 
A(H3N2). 973 
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Figures 1433 

1434 
Figure 1. Antigenic and genetic evolution of seasonal influenza A(H3N2) viruses, 1997 - 2019. A-B. 1435 
Temporal phylogenies of hemagglutinin (H3) and neuraminidase (N2) gene segments. Tip color denotes 1436 
the Hamming distance from the root of the tree, based on the number of substitutions at epitope sites in 1437 
H3 (N = 129 sites) and N2 (N = 223 sites). “X” marks indicate the phylogenetic positions of US 1438 
recommended vaccine strains. C-D. Seasonal genetic and antigenic distances are the mean distance 1439 
between A(H3N2) viruses circulating in the current season t versus the prior season (t – 1), measured by 1440 
C. four sequence-based metrics (HA receptor binding site (RBS), HA stalk footprint, HA epitope, and NA 1441 
epitope) and D. hemagglutination inhibition (HI) titer measurements. E. The Shannon entropy of H3 and 1442 
N2 local branching index (LBI) values in each season. Vertical bars in C, D, and E and are 95% 1443 
confidence intervals of seasonal estimates from five bootstrapped phylogenies. 1444 
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1445 
Figure 2. Annual influenza A(H3N2) epidemics in the United States, 1997 - 2019. A. Weekly 1446 
incidence of influenza A(H3N2) (red), A(H1N1) (blue), and B (green) averaged across ten HHS regions 1447 
(Region 1: Boston; Region 2: New York City; Region 3: Washington, DC; Region 4: Atlanta; Region 5: 1448 
Chicago; Region 6: Dallas, Region 7: Kansas City; Region 8: Denver; Region 9: San Francisco; Region 1449 
10: Seattle). Time series are 95% confidence intervals of regional incidence estimates. Incidences are the 1450 
proportion of influenza-like illness (ILI) visits among all outpatient visits, multiplied by the proportion of 1451 
respiratory samples testing positive for each influenza type/subtype. Vertical dashed lines indicate 1452 
January 1 of each year. B. Intensity of weekly influenza A(H3N2) incidence in ten HHS regions. White 1453 
tiles indicate weeks when influenza-like-illness data or virological data were not reported. Weekly time 1454 
series for A(H1N1) and B are in Figure S5. 1455 
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 1456 
Figure 3. A(H3N2) antigenic drift correlates with larger, more intense annual epidemics. A(H3N2) 1457 
epidemic size, peak incidence, epidemic intensity, and transmissibility (effective reproduction number, Rt) 1458 
increase with antigenic drift, measured by A. hemagglutinin (H3) epitope distance, and B. neuraminidase 1459 
(N2) epitope distance, and C. hemagglutination inhibition (HI) log2 titer distance. Seasonal antigenic drift 1460 
is the mean titer distance or epitope distance between viruses circulating in the current season t versus 1461 
the prior season (t – 1) or two prior seasons (t – 2). Distances are scaled to aid in direct comparison of 1462 
evolutionary indicators. Point color indicates the dominant influenza A virus (IAV) subtype based on CDC 1463 
influenza season summary reports (red: A(H3N2), blue: A(H1N1), purple: A(H1N1)pdm09, orange: 1464 
A(H3N2)/A(H1N1)pdm09 co-dominant), and vertical bands are 95% confidence intervals of regional 1465 
estimates. Seasonal mean A(H3N2) epidemic metric values were fit as a function of antigenic or genetic 1466 
distance using LMs (epidemic size, peak incidence), Gaussian GLMs (effective Rt: inverse link), or Beta 1467 
GLMs (epidemic intensity) with 1000 bootstrap resamples. 1468 
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 1469 
Figure 4. The proportion of influenza positive samples typed as A(H3N2) increases with antigenic 1470 
drift. A-B. Seasonal A(H3N2) subtype dominance increases with H3 and N2 epitope distance. Seasonal 1471 
epitope distance is the mean epitope distance between viruses circulating in the current season t versus 1472 
the prior season (t – 1) or two prior seasons (t – 2). Distances were scaled to aid in direct comparison of 1473 
evolutionary indicators. Point color indicates the dominant influenza A virus (IAV) subtype based on CDC 1474 
influenza season summary reports (red: A(H3N2), blue: A(H1N1), purple: A(H1N1)pdm09, orange: 1475 
A(H3N2)/A(H1N1)pdm09 co-dominant), and vertical bands are 95% confidence intervals of regional 1476 
estimates. Seasonal mean A(H3N2) dominance was fit as a function of H3 or N2 epitope distance using 1477 
Beta GLMs with 1000 bootstrap resamples. C-D. Regional patterns of influenza type and subtype 1478 
incidence during two seasons when A(H3N2) was nationally dominant. C. Widespread A(H3N2) 1479 
dominance during 2003-2004 after the emergence of a novel antigenic cluster, FU02 (A/Fujian/411/2002-1480 
like strains). D. Spatial heterogeneity in subtype circulation during 2007-2008, a season with low A(H3N2) 1481 
antigenic novelty relative to the prior season. Pie charts represent the proportion of influenza positive 1482 
samples typed as A(H3N2) (red), A(H1N1) (blue), or B (green) in each HHS region. Data for Region 10 1483 
(purple) were not available for seasons prior to 2009. The sizes of regional pie charts are proportional to 1484 
the total number of influenza positive samples. 1485 
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 1486 

1487 
Figure 5. The effects of influenza A(H1N1) and B epidemic size on A(H3N2) epidemic burden. A. 1488 
Influenza A(H1N1) epidemic size negatively correlates with A(H3N2) epidemic size, peak incidence, 1489 
transmissibility (effective reproduction number, Rt), and epidemic intensity. B. Influenza B epidemic size 1490 
does not significantly correlate with A(H3N2) epidemic metrics. Point color indicates the dominant 1491 
influenza A virus (IAV) subtype based on CDC influenza season summary reports (red: A(H3N2), blue: 1492 
A(H1N1), purple: A(H1N1)pdm09, orange: A(H3N2)/A(H1N1)pdm09 co-dominant), and vertical and 1493 
horizontal bands are 95% confidence intervals of regional estimates. Seasonal mean A(H3N2) epidemic 1494 
metrics were fit as a function of mean A(H1N1) or B epidemic size using Gaussian GLMs (inverse link: 1495 
epidemic size, peak incidence; log link: effective Rt) or Beta GLMs (epidemic intensity) with 1000 1496 
bootstrap resamples.  1497 
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1498 
Figure 6. Variable importance rankings from conditional inference random forest models 1499 
predicting A(H3N2) epidemic dynamics. Ranking of variables in predicting regional A(H3N2) A. 1500 
epidemic size, B. peak incidence, C. effective reproduction number, Rt, D. epidemic intensity, and E. 1501 
subtype dominance. Each forest was created by generating 3,000 regression trees from a repeated 1502 
leave-one-season-out cross-validated sample of the data. Variables are ranked by their conditional 1503 
permutation importance, with differences in prediction accuracy scaled by the total (null model) error. 1504 
Black error bars are 95% confidence intervals of conditional permutation scores. Abbreviations: HI titer = 1505 
hemagglutination inhibition log2 titer distance, t - 1 = one-season lag, t - 2 = two-season lag, LBI = local 1506 
branching index, peak = peak incidence, distance to vaccine = epitope distance between currently 1507 
circulating strains and the recommended vaccine strain, VE = vaccine effectiveness. 1508 
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 1509 
Figure 7. Observed versus predicted values of seasonal region-specific A(H3N2) A. epidemic size, 1510 
B. peak incidence, C. effective reproduction number, Rt, D. epidemic intensity, and E. subtype 1511 
dominance from conditional random forest models. Results are facetted by HHS region and epidemic 1512 
metric. Point color and size corresponds to the degree of hemagglutinin (H3) epitope distance in viruses 1513 
circulating in season t versus viruses circulating two seasons ago (t – 2). Large, yellow points indicate 1514 
seasons with high antigenic novelty, and small blue points indicate seasons with low antigenic novelty. 1515 
Regional Spearman’s correlation coefficients and associated P-values are in the top left section of each 1516 
facet.  1517 
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Tables  1518 
 1519 
Table 1. Evolutionary indicators of seasonal viral fitness. Evolutionary indicators are labeled by the 1520 
influenza gene for which data are available (hemagglutinin, HA or neuraminidase, NA), the type of data 1521 
they are based on, and the component of influenza fitness they represent. Table format is adapted from 1522 
Huddleston et al., 2020 [35]. 1523 
 1524 

Evolutionary 
indicator 

Influenza gene Data type Fitness category Citations 

Mean HI titer log2 
distance from the 
prior season 

HA Hemagglutinin 
inhibition assays 
using ferret sera 

Antigenic drift Huddleston et al., 
2020; Neher et al., 
2016 

Mean epitope 
distance from the 
prior season 

HA and NA Sequences Antigenic drift Bhatt et al., 2011; 
Bush et al., 1999; 
Krammer, 
unpublished; Webster 
and Laver, 1980; Wiley 
et al., 1981; Wilson 
and Cox, 1990; Wolf et 
al., 2010 

Mean receptor 
binding site distance 
from the prior 
season 

HA Sequences Antigenic drift Koel et al., 2013 

Mutational load 
(mean non-epitope 
distance from the 
prior season) 

HA and NA Sequences Functional 
constraint 

Łuksza and Lässig, 
2014 

Mean stalk 
“footprint” distance 
from the prior 
season 

HA Sequences Negative control Kirkpatrick et al., 2018 

Mean local 
branching index 

HA and NA Sequences Clade growth Huddleston et al., 
2020; Łuksza and 
Lässig, 2014 

Shannon entropy of 
local branching 
index 

HA and NA Sequences Diversity of clade 
growth rates 

Huddleston et al., 
2020; Neher et al., 
2014 

 1525 
  1526 
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Table 2. Seasonal metrics of A(H3N2) epidemic dynamics. Epidemic metrics are defined and labeled 1527 
by which outcome category they represent. 1528 
 1529 

Epidemic 
Outcome 

Definition Outcome 
category 

Citations 

Epidemic size Cumulative weekly 
incidence 

Burden  

Peak incidence Maximum weekly 
incidence 

Burden  

Maximum time-
varying effective 
reproduction 
number, Rt 

The number of 
secondary cases 
arising from a 
symptomatic index 
case, assuming 
conditions remain 
the same 

Transmissibility Cori et al., 2013; Scott 
et al., 2021  

Epidemic intensity Inverse Shannon 
entropy of the 
weekly incidence 
distribution (i.e., the 
spread of incidence 
across the season) 

Sharpness of the 
epidemic curve 

Dalziel et al., 2018 

Subtype dominance The proportion of 
influenza positive 
samples typed as 
A(H3N2) 

Viral activity  

Excess pneumonia 
and influenza 
mortality attributable 
to A(H3N2) virus 

Mortality burden in 
excess of a 
seasonally adjusted 
baseline 

Severity Hansen et al., 2022; 
Simonsen and Viboud, 
2012 

Onset week Winter changepoint 
in incidence 

Timing Charu et al., 2017 

Peak week First week of 
maximum incidence 

Timing  

Spatiotemporal 
synchrony 

Variation (s.d.) in 
regional onset or 
peak timing 

Speed Viboud et al., 2006 

Onset to peak Number of days 
between onset week 
and peak week   

Speed  

Seasonal duration Number of weeks 
with non-zero 
incidence 

Speed  

  1530 
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Table 3. Predictors of seasonal A(H3N2) epidemic burden, transmissibility, intensity, and subtype 1531 
dominance. Variables retained in the best fit model for each epidemic outcome were determined by BIC. 1532 
  1533 

Outcome Best Minimal Model1 R2 Adj. R2 RMSE 
Epidemic Size H3 epitope distance (t-2) + 

H1 epidemic size +  
H3 epidemic size (t-1) 

0.74 0.69 9.88 

Peak Incidence H3 epitope distance (t-2) +  
H1 epidemic size +  
Dominant IAV Subtype (t-1) 

0.69 0.63 2.09 

Effective Rt HI titer distance (t-2) + 
H1 epidemic size +  
H3 LBI Diversity (t-1)  

0.71 0.65 0.1 

Epidemic Intensity HI titer distance (t-2) +  
N2 distance to vaccine strain +  
vaccination coverage (t-1) 

0.79 0.75 0.07 

Subtype Dominance H3 epitope distance (t-2) + 
N2 epitope distance (t-1) +  
Dominant IAV Subtype (t-1) 

0.56 0.48 0.2 

 1534 
1Candidate models were limited to 3 independent variables and considered all combinations of the top 10 1535 
ranked predictors from conditional inference random forest models (Figure 6).  1536 
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Supplementary Figures 1537 

 1538 

Figure S1. Comparison of seasonal antigenic drift measured by substitutions at hemagglutinin 1539 
(H3) epitope sites and HI titer measurements, from 1997-1998 to 2018-2019. We used Spearman 1540 
correlation tests to measure associations between H3 epitope distance and HI titer distance at A. one-1541 
season lags and B. two-season lags. Seasonal antigenic distance is the mean distance between strains 1542 
circulating in season t and strains circulating in the prior season t – 1 year (one season lag) or two 1543 
seasons ago t – 2 years (two season lag). Seasonal distances are scaled because epitope distance and 1544 
HI titer distance use different units of measurement. Point labels indicate the current influenza season, 1545 
and point color denotes the relative timing of influenza seasons, with earlier seasons shaded dark purple 1546 
(e.g., 1997-1998) and later seasons shaded light yellow (e.g., 2018-2019). H3 epitope distance and HI 1547 
titer (tree model) distance at two-season lags capture expected “jumps” in antigenic drift during key 1548 
seasons previously associated with major antigenic transitions [32], such as the SY97 cluster seasons 1549 
(1997-1998, 1998-1999, 1999-2000) and the FU02 cluster season (2003-2004).  1550 
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 1551 

Figure S2. Pairwise correlations between H3 and N2 evolutionary indicators (one season lags). We 1552 
measured Spearman’s correlations between seasonal measures of H3 and N2 evolution, including H3 1553 
RBS distance, H3 epitope distance, H3 non-epitope distance, H3 stalk footprint distance, HI titer distance, 1554 
N2 epitope distance based on 223 or 53 epitope sites, N2 non-epitope distance, mean clade growth of H3 1555 
and N2 (local branching index, LBI), and the Shannon entropy of H3 and N2 LBI values. Seasonal 1556 
distances were estimated as the mean distance between strains circulating in the current season t and 1557 
those circulating in the prior season (t – 1). The Benjamini and Hochberg method was used to adjust P-1558 
values for multiple testing. The color of each circle indicates the strength and direction of the association, 1559 
from dark red (strong positive correlation) to dark blue (strong negative correlation). Stars within circles 1560 
indicate statistical significance (adjusted P < 0.05).  1561 
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 1562 

Figure S3. Pairwise correlations between H3 and N2 evolutionary indicators (two season lags). We 1563 
measured Spearman’s correlations between seasonal measures of H3 and N2 evolution, including H3 1564 
RBS distance, H3 epitope distance, H3 non-epitope distance, H3 stalk footprint distance, HI titer distance 1565 
(tree model), N2 epitope distance based on 223 or 53 epitope sites, N2 non-epitope distance, mean clade 1566 
growth of H3 and N2 (local branching index, LBI), and the Shannon entropy of H3 and N2 LBI values. 1567 
Seasonal distances were estimated as the mean distance between strains circulating in the current 1568 
season t and those circulating in the prior season (t – 1). The Benjamini and Hochberg method was used 1569 
to adjust P-values for multiple testing. The color of each circle indicates the strength and direction of the 1570 
association, from dark red (strong positive correlation) to dark blue (strong negative correlation). Stars 1571 
within circles indicate statistical significance (adjusted P < 0.05). 1572 
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1573 
Figure S4. Comparison of seasonal antigenic drift measured by substitutions at hemagglutinin 1574 
(H3) and neuraminidase (N2) epitope sites, from 1997-1998 to 2018-2019. We used Spearman 1575 
correlation tests to measure associations between H3 epitope distance and N2 epitope distance at A. 1576 
one-season lags and B. two-season lags. Seasonal epitope distance is the mean distance between 1577 
strains circulating in season t and strains circulating in the prior season t – 1 (one season lag) or two 1578 
seasons ago t – 2 (two season lag). Point labels indicate the current influenza season, and point color 1579 
denotes the relative timing of influenza seasons, with earlier seasons shaded dark purple (e.g., 1997-1580 
1998) and later seasons shaded light yellow (e.g., 2018-2019). N2 epitope distance at one-season lags 1581 
captures expected “jumps” in antigenic drift during key seasons previously associated with major 1582 
antigenic transitions [32], such as the SY97 cluster seasons (1997-1998, 1998-1999, 1999-2000) the 1583 
FU02 cluster season (2003-2004), and the CA04 cluster season (2004-2005). 1584 
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1585 
Figure S5. Intensity of weekly incidence of A. influenza A(H1N1) and B. influenza B in ten HHS 1586 
regions, 1997 - 2019. Seasonal and pandemic A(H1N1) were combined as A(H1N1), and the Victoria 1587 
and Yamagata lineages of influenza B were combined as influenza B. White tiles indicate weeks when 1588 
either influenza-like-illness cases or virological data were not reported. Data for Region 10 were not 1589 
available in seasons prior to 2009. 1590 
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 1591 

 1592 

Figure S6. Pairwise correlations between seasonal A(H3N2), A(H1N1), and B epidemic metrics. We 1593 
measured Spearman’s correlations among indicators of A(H3N2) epidemic timing, including onset week, 1594 
peak week, regional variation (s.d.) in onset and peak timing, and the number of days from onset to peak, 1595 
indicators of A(H3N2) epidemic magnitude, including epidemic intensity (i.e., the “sharpness” of the 1596 
epidemic curve), transmissibility (maximum effective reproduction number, Rt), subtype dominance 1597 
patterns, epidemic size, and peak incidence. We also considered relationships between the circulation of 1598 
other types/subtypes and A(H3N2) epidemic burden and timing. The Benjamini and Hochberg method 1599 
was used to adjust P-values for multiple testing. The color of each circle indicates the strength and 1600 
direction of the association, from dark red (strong positive correlation) to dark blue (strong negative 1601 
correlation). Stars within circles indicate statistical significance (adjusted P < 0.05). 1602 
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1603 
Figure S7. Univariate correlations between A(H3N2) viral fitness and epidemic impact. Mean 1604 
Spearman correlation coefficients, 95% confidence intervals of correlation coefficients, and corresponding 1605 
p-values of bootstrapped (N = 1000) viral fitness indicators (rows) and epidemic metrics (columns). Point 1606 
color indicates the strength and direction of the association, from dark red (strong positive correlation) to 1607 
dark blue (strong negative correlation), and stars indicate statistical significance (* P < 0.05, ** P < 0.01, 1608 
*** P < 0.001). Abbreviations: HI = hemagglutination inhibition, RBS: receptor binding site, t - 1 = one-1609 
season lag, t - 2 = two-season lag, LBI = local branching index. 1610 
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 1611 
Figure S8. Low diversity in the growth rates of circulating A(H3N2) clades is associated with more 1612 
intense epidemics and higher transmissibility. A(H3N2) effective Rt and epidemic intensity negatively 1613 
correlate with the diversity of LBI values among circulating A(H3N2) lineages in the current or prior 1614 
season, measured by the Shannon entropy of A. H3 local branching index (LBI) values in the prior 1615 
season (t – 1), and B. the Shannon entropy of N2 LBI values in the current season t. LBI values are 1616 
scaled to aid in direct comparisons of H3 and N2 LBI diversity. Point color indicates the dominant 1617 
influenza A subtype based on CDC influenza season summary reports (red: A(H3N2), blue: A(H1N1), 1618 
purple: A(H1N1)pdm09, orange: A(H3N2)/A(H1N1)pdm09 co-dominant), and vertical bands are 95% 1619 
confidence intervals of regional estimates. Mean A(H3N2) epidemic metric values were fit as a function of 1620 
seasonal LBI diversity using Gaussian GLMs (effective Rt: inverse link) or Beta GLMs (epidemic intensity: 1621 
logit link) with 1000 bootstrap resamples. 1622 
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1623 
Figure S9. Excess influenza A(H3N2) mortality increases with H3 and N2 antigenic drift, but 1624 
correlations are not statistically significant. The number of excess influenza deaths attributable to 1625 
A(H3N2) (per 100,000 people) were estimated from a seasonal regression model fit to weekly pneumonia 1626 
and influenza-coded deaths [127]. Seasonal epitope distance is the mean distance between strains 1627 
circulating in season t and those circulating in the prior season (t – 1) or two seasons ago (t – 2). 1628 
Distances are scaled to aid in direct comparison of evolutionary indicators. Point color indicates the 1629 
dominant influenza A subtype based on CDC influenza season summary reports (red: A(H3N2), blue: 1630 
A(H1N1), purple: A(H1N1)pdm09, orange: A(H3N2)/A(H1N1)pdm09 co-dominant), and vertical bars are 1631 
95% confidence intervals of excess mortality estimates. National excess mortality estimates were fit as a 1632 
function of seasonal H3 or N2 epitope distance using Gaussian GLMs (log link) with 1000 bootstrap 1633 
resamples.  1634 
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 1635 

Figure S10. Regional patterns of influenza type and subtype incidence from seasons 1997-1998 to 1636 
2018-2019. Pie charts represent the proportion of influenza positive samples that were typed as A(H3N2), 1637 
A(H1N1) or A(H1N1)pdm09, and B in each HHS region. Data for Region 10 (purple) were not available in 1638 
seasons prior to the 2009 A(H1N1) pandemic. 1639 
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 1640 

Figure S11. Univariate correlations between A(H3N2) viral fitness and epidemic timing. Mean 1641 
Spearman correlation coefficients, 95% confidence intervals of correlation coefficients, and corresponding 1642 
p-values of bootstrapped (N = 1000) viral fitness indicators (columns) and epidemic timing metrics (rows). 1643 
Epidemic timing metrics are the week of epidemic onset, regional variation (s.d.) in onset timing, the week 1644 
of epidemic peak, regional variation (s.d.) in peak timing, the number of days between epidemic onset 1645 
and peak, and seasonal duration. Color indicates the strength and direction of the association, from dark 1646 
red (strong positive correlation) to dark blue (strong negative correlation), and stars indicate statistical 1647 
significance (* P < 0.05, ** P < 0.01, *** P < 0.001). Abbreviations: HI = hemagglutination inhibition, RBS: 1648 
receptor binding site, t - 1 = one-season lag, t - 2 = two-season lag, LBI = local branching index. 1649 
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1650 
Figure S12. Seasonal duration increases with diversity in clade growth rates of circulating H3 and 1651 
N2 lineages, measured as the Shannon entropy of local branching index (LBI) values. A. H3 LBI 1652 
diversity and B. N2 LBI diversity during the current season positively correlate with seasonal duration. LBI 1653 
values are scaled to aid in direct comparisons of H3 and N2 LBI diversity. Point color indicates the 1654 
dominant influenza A subtype based on CDC influenza season summary reports (red: A(H3N2), blue: 1655 
A(H1N1), purple: A(H1N1)pdm09, orange: A(H3N2)/A(H1N1)pdm09 co-dominant). Mean values of 1656 
regional season duration were fit as a function of H3 LBI diversity or N2 LBI diversity using Gaussian 1657 
GLMs (inverse link) with 1000 bootstrap resamples.  1658 
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1659 
Figure S13. Epidemic speed increases with N2 antigenic drift. N2 epitope distance correlates with 1660 
fewer days from epidemic onset to peak (A), while the relationship between H3 epitope distance and 1661 
epidemic speed is less apparent (B). Seasonal epitope distance is the mean distance between strains 1662 
circulating in season t and those circulating in the prior season (t – 1) or two seasons ago (t – 2). 1663 
Distances are scaled to aid in direct comparison of evolutionary indicators. Point color indicates the 1664 
dominant influenza A subtype based on CDC influenza season summary reports (red: A(H3N2), blue: 1665 
A(H1N1), purple: A(H1N1)pdm09, orange: A(H3N2)/A(H1N1)pdm09 co-dominant). Mean values of 1666 
regional days from onset to peak were fit as a function of H3 or N2 epitope distance using Gamma GLMs 1667 
(inverse link) with 1000 bootstrap resamples. 1668 
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 1669 

Figure S14. The timing of epidemic onsets and peaks are weakly correlated with H3 and N2 1670 
antigenic change. A. Epidemic onsets are earlier in seasons with increased H3 epitope distance (t – 2), 1671 
but the correlation is not statistically significant. B. Epidemic peaks are earlier in seasons with increased 1672 
H3 epitope distance (t – 2) or increased N2 epitope distance (t – 1), but correlations are not statistically 1673 
significant. Seasonal epitope distance is the mean distance between strains circulating in season t and 1674 
those circulating in the prior season (t – 1) or two seasons ago (t – 2). Distances are scaled to aid in 1675 
direct comparison of evolutionary indicators. Point color indicates the dominant influenza A subtype 1676 
based on CDC influenza season summary reports (red: A(H3N2), blue: A(H1N1), purple: A(H1N1)pdm09, 1677 
orange: A(H3N2)/A(H1N1)pdm09 co-dominant). Mean values of regional epidemic onsets and peaks 1678 
were fit as a function of H3 or N2 epitope distance using LMs with 1000 bootstrap resamples. 1679 
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 1680 

Figure S15. Univariate correlations between A(H3N2) antigenic change and the age distribution of 1681 
outpatient influenza-like illness (ILI) cases. Mean Spearman correlation coefficients, 95% confidence 1682 
intervals of correlation coefficients, and corresponding p-values of bootstrapped (N = 1000) evolutionary 1683 
indicators (rows) and the proportion of ILI cases in individuals aged < 5 years, 5-24 years, 25-64 years, 1684 
and ≥ 65 years (columns). Color indicates the strength and direction of the association, from dark red 1685 
(strong positive correlation) to dark blue (strong negative correlation), and stars indicate statistical 1686 
significance (* P < 0.05, ** P < 0.01, *** P < 0.001). Abbreviations: HI = hemagglutination inhibition, RBS: 1687 
receptor binding site, t - 1 = one-season lag, t - 2 = two-season lag.  1688 
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1689 
Figure S16. N2 epitope distance correlates with the age distribution of outpatient influenza-like 1690 
illness (ILI) cases. Seasonal epitope distance is the mean distance between strains circulating in season 1691 
t and those circulating in the prior season (t – 1) or two seasons ago (t – 2). Distances are scaled to aid in 1692 
direct comparison of evolutionary indicators. Point color indicates the dominant influenza A subtype 1693 
based on CDC influenza season summary reports (red: A(H3N2), blue: A(H1N1), purple: A(H1N1)pdm09, 1694 
orange: A(H3N2)/A(H1N1)pdm09 co-dominant), and vertical bars are 95% confidence intervals of 1695 
regional age distribution estimates. The fraction of cases in each age group were fit as a function of 1696 
seasonal H3 or N2 epitope distance using Beta GLMs (logit link) with 1000 bootstrap resamples. 1697 
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1698 
Figure S17. National excess influenza A(H3N2) mortality decreases with A(H1N1) epidemic size 1699 
but not B epidemic size. Excess influenza deaths attributable to A(H3N2) (per 100,000 people) were 1700 
estimated from a seasonal regression model fit to weekly pneumonia and influenza-coded deaths . Point 1701 
color indicates the dominant influenza A subtype based on CDC influenza season summary reports (red: 1702 
A(H3N2), blue: A(H1N1), purple: A(H1N1)pdm09, orange: A(H3N2)/A(H1N1)pdm09 co-dominant), and 1703 
vertical bands are 95% confidence intervals of model estimates. National excess mortality estimates were 1704 
fit as a function of seasonal A(H1N1) or B epidemic size using Gaussian GLMs (log link) with 1000 1705 
bootstrap resamples. 1706 
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1707 
Figure S18. The effect of influenza A(H1N1) epidemic size on A(H3N2) epidemic burden during the 1708 
entire study period (1997-2019) (top), pre-2009 seasons (middle), and post-2009 seasons (bottom). 1709 
Influenza A(H1N1) epidemic size inversely correlates with A(H3N2) epidemic size, peak incidence, 1710 
transmissibility (maximum effective reproduction number, Rt), and epidemic intensity. Point color indicates 1711 
the dominant influenza A virus (IAV) subtype based on CDC influenza season summary reports (red: 1712 
A(H3N2), blue: A(H1N1), purple: A(H1N1)pdm09, orange: A(H3N2)/A(H1N1)pdm09 co-dominant), and 1713 
vertical and horizontal bands are 95% confidence intervals of regional estimates. Seasonal mean 1714 
A(H3N2) epidemic metrics were fit as a function of mean A(H1N1) epidemic size using Gaussian GLMs 1715 
(epidemic size, peak incidence: inverse link; effective Rt: log link) or Beta GLMs (epidemic intensity: logit 1716 
link) with 1000 bootstrap resamples. 1717 
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 1718 

Figure S19. Wavelet analysis of influenza A and B epidemic timing. A. A(H3N2) incidence precedes 1719 
A(H1N1) incidence in most seasons. Although A(H1N1) incidence sometimes leads or is in phase with 1720 
A(H3N2) incidence (negative or zero phase lag), the direction of seasonal phase lags is not clearly 1721 
associated with A(H1N1) epidemic size. B. A(H3N2) incidence leads B incidence (positive phase lag) 1722 
during each season, irrespective of B epidemic size. Point color indicates the dominant influenza A 1723 
subtype based on CDC influenza season summary reports (red: A(H3N2), blue: A(H1N1), purple: 1724 
A(H1N1)pdm09, orange: A(H3N2)/A(H1N1)pdm09 co-dominant), and vertical bars are 95% confidence 1725 
intervals of regional estimates. To estimate the relative timing of influenza subtype incidences, phase 1726 
angle differences were calculated as phase in A(H3N2) minus phase in A(H1N1) (or B), with a positive 1727 
value indicating that A(H1N1) (or B) incidence lags A(H3N2) incidence. To calculate seasonal phase lags, 1728 
we averaged pairwise phase angle differences from epidemic week 40 to epidemic week 20. Seasonal 1729 
phase lags were fit as a function of seasonal A(H1N1) or B epidemic size using LMs with 1000 bootstrap 1730 
resamples.  1731 
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1732 
Figure S20. Variable importance rankings from LASSO models predicting A(H3N2) epidemic 1733 
dynamics. Ranking of variables in predicting seasonal A(H3N2) A. epidemic size, B. peak incidence, C. 1734 
transmissibility (effective reproduction number, Rt), D. epidemic intensity (inverse Shannon entropy), and 1735 
E. subtype dominance. Models were tuned using a repeated leave-one-season-out cross-validated 1736 
sample of the data. Variables are ranked by their coefficient estimates, with differences in prediction 1737 
accuracy scaled by the total (null model) error. Abbreviations: HI titer = hemagglutination inhibition log2 1738 
titer distance, t - 1 = one-season lag, t - 2 = two-season lag, LBI = local branching index, peak = peak 1739 
incidence, distance to vaccine = epitope distance between currently circulating strains and the 1740 
recommended vaccine strain, VE = vaccine effectiveness.  1741 
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1742 
Figures S21. Relationships between the predictive accuracy of random forest models and H3 1743 
epitope distance. Root mean squared errors between observed and model-predicted values were 1744 
averaged across regions for each season, and results are facetted according to epidemic metric. Point 1745 
color corresponds to the degree of H3 epitope distance in viruses circulating in season t relative to those 1746 
circulating two seasons ago (t – 2), with bright yellow points indicating seasons with greater antigenic 1747 
novelty. Spearman correlation coefficients and associated P-values are provided in the top left section of 1748 
each facet.  1749 
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1750 
Figures S22. Relationships between the predictive accuracy of random forest models and N2 1751 
epitope distance Root mean squared errors between observed and model-predicted values were 1752 
averaged across regions for each season, and results are facetted according to epidemic metric. Point 1753 
color corresponds to the degree of N2 epitope distance in viruses circulating in season t relative to those 1754 
circulating in the prior season (t – 1), with bright yellow points indicating seasons with greater antigenic 1755 
novelty. Spearman correlation coefficients and associated P-values are provided in the top left section of 1756 
each facet. 1757 
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